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Keep safety first in your circuit designs!

1. Renesas Technology Corp. puts the maximum effort into making semiconductor products better and
more reliable, but there is always the possibility that trouble may occur with them. Trouble with
semiconductors may lead to personal injury, fire or property damage.

Remember to give due consideration to safety when making your circuit designs, with appropriate
measures such as (i) placement of substitutive, auxiliary circuits, (ii) use of nonflammable material
or (iii) prevention against any malfunction or mishap.

Notes regarding these materials

1. These materials are intended as a reference to assist our customers in the selection of the Renesas
Technology Corp. product best suited to the customer's application; they do not convey any license
under any intellectual property rights, or any other rights, belonging to Renesas Technology Corp.
or a third party.

2. Renesas Technology Corp. assumes no responsibility for any damage, or infringement of any third-
party's rights, originating in the use of any product data, diagrams, charts, programs, algorithms, or
circuit application examples contained in these materials.

3. All information contained in these materials, including product data, diagrams, charts, programs and
algorithms represents information on products at the time of publication of these materials, and are
subject to change by Renesas Technology Corp. without notice due to product improvements or
other reasons. It is therefore recommended that customers contact Renesas Technology Corp. or
an authorized Renesas Technology Corp. product distributor for the latest product information
before purchasing a product listed herein.

The information described here may contain technical inaccuracies or typographical errors.
Renesas Technology Corp. assumes no responsibility for any damage, liability, or other loss rising
from these inaccuracies or errors.

Please also pay attention to information published by Renesas Technology Corp. by various
means, including the Renesas Technology Corp. Semiconductor home page
(http://www.renesas.com).

4. When using any or all of the information contained in these materials, including product data,
diagrams, charts, programs, and algorithms, please be sure to evaluate all information as a total
system before making a final decision on the applicability of the information and products. Renesas
Technology Corp. assumes no responsibility for any damage, liability or other loss resulting from
the information contained herein.

5. Renesas Technology Corp. semiconductors are not designed or manufactured for use in a device
or system that is used under circumstances in which human life is potentially at stake. Please
contact Renesas Technology Corp. or an authorized Renesas Technology Corp. product distributor
when considering the use of a product contained herein for any specific purposes, such as
apparatus or systems for transportation, vehicular, medical, aerospace, nuclear, or undersea
repeater use.

6. The prior written approval of Renesas Technology Corp. is necessary to reprint or reproduce in
whole or in part these materials.

7. If these products or technologies are subject to the Japanese export control restrictions, they must
be exported under a license from the Japanese government and cannot be imported into a country
other than the approved destination.

Any diversion or reexport contrary to the export control laws and regulations of Japan and/or the
country of destination is prohibited.

8. Please contact Renesas Technology Corp. for further details on these materials or the products
contained therein.
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General Precautionson Handling of Product

1. Treatment of NC Pins

Note: Do not connect anything to the NC pins.
The NC (not connected) pins are either not connected to any of the internal circuitry or are
they are used as test pins or to reduce noise. If something is connected to the NC pins, the
operation of the LS| is not guaranteed.

2. Treatment of Unused Input Pins

Note: Fix al unused input pinsto high or low level.
Generally, the input pins of CMOS products are high-impedance input pins. If unused pins
are in their open states, intermediate levels are induced by noise in the vicinity, a pass-
through current flows internally, and a malfunction may occur.

3. Processing before Initialization

Note:  When power isfirst supplied, the product’s state is undefined.
The states of internal circuits are undefined until full power is supplied throughout the
chip and alow level isinput on the reset pin. During the period where the states are
undefined, the register settings and the output state of each pin are also undefined. Design
your system so that it does not malfunction because of processing whileit isin this
undefined state. For those products which have areset function, reset the LSI immediately
after the power supply has been turned on.

4. Prohibition of Accessto Undefined or Reserved Addresses

Note: Access to undefined or reserved addresses is prohibited.
The undefined or reserved addresses may be used to expand functions, or test registers
may have been be allocated to these addresses. Do not access these registers; the system’'s
operation is not guaranteed if they are accessed.
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Configuration of This Manual

This manual comprises the following items:

General Precautions on Handling of Product

Configuration of This Manual

Preface

Contents

Overview

Description of Functional Modules
0 CPU and System-Control Modules
O On-Chip Peripheral Modules

The configuration of the functional description of each module differs according to the
module. However, the generic style includes the following items:

i) Feature
i) Input/Output Pin
iii) Register Description
iv) Operation
v) Usage Note
When designing an application system that includes this L Sl, take notes into account. Each

section includes notes in relation to the descriptions given, and usage notes are given, as required,
asthe final part of each section.

o gk wbdr

7. List of Registers

8. Electrical Characteristics

9. Appendix

10. Main Revisions and Additionsin this Edition (only for revised versions)

Thelist of revisionsis a summary of pointsthat have been revised or added to earlier versions.
This does not include al of the revised contents. For details, see the actual locationsin this
manual .

11. Index
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Preface

The SH7706 RISC (Reduced Instruction Set Computer) microcomputer includes a Renesas
Technology-original RISC CPU asits core, and the peripheral functions required to configure a
system.

Target Users: This manual was written for users who will be using this LSI in the design of
application systems. Users of this manual are expected to understand the
fundamentals of electrical circuits, logical circuits, and microcomputers.

Objectivee  This manual was written to explain the hardware functions and electrical
characteristics of this LS| to the above users.
Refer to the SH-3/SH-3E/SH3-DSP Programming Manual for a detailed description
of the instruction set.

Notes on reading this manual:

e Product names
The following products are covered in this manual.

Product Classifications and Abbreviations

Basic Classification Product Code
SH7706 (176-pin plastic LQFP) HD6417706F133
SH7706 (208-pin plastic TFBGA) HD6417706BP133V

¢ Inorder to understand the overall functions of the chip

Read the manual according to the contents. This manual can be roughly categorized into parts
on the CPU, system control functions, periphera functions and electrical characteristics.

¢ Inorder to understand the details of the CPU's functions

Read the SH-3/SH-3E/SH3-DSP Programming Manual.
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Rules: Register name: The following notation is used for cases when the same or a
similar function, e.g. serial communication, isimplemented

on more than one channel:

XXX_N (XXX istheregister name and N isthe channel

number)

Bit order: The MSB (most significant bit) is on the left and the LSB

(least significant bit) is on theright.

Number notation: Binary is B'xxxx, hexadecimal is H'xxxx, decimal is Xxxx.

Signal notation:  An overbar is added to alow-active signal: xxxx

Related Manuals;  The latest versions of all related manuals are available from our web site.
Please ensure you have the latest versions of all documents you require.

http://www.renesas.com/eng/
SH7706 manuals:

Document Title

Document No.

SH7706 Hardware Manual

This manual

SH-3/SH-3E/SH3-DSP Programming Manual

ADE-602-096

Users manuals for development tools:

Document Title

Document No.

SH Series C/C++ Compiler, Assembler, Optimizing Linkage Editor User's ADE-702-246
Manual

SH Series Simulator/Debugger (for Windows) User's Manuall ADE-702-186
SH Series Simulator/Debugger (for UNIX) User's Manual ADE-702-203
High-performance Embedded Workshop User's Manual ADE-702-201
SH Series High-performance Embedded Workshop, ADE-702-230

High-performance Debugging Interface Tutorial
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Abbreviations

ACIA Asynchronous Communication I nterface Adapter
ADC Anaog to Digital Converter

AUD Advanced User Debugger

BSC Bus State Controller

CPG Clock Pulse Generator

CMT Compare Match Timer

DAC Digital to Analog Converter

DMA Direct Memory Access

DMAC Direct Memory Access Controller

DRAM Dynamic Random Access Memory

ETU Elementary Time Unit

FIFO First-In First-Out

H-UDI User Debugging Interface

INTC Interrupt Controller

JEIDA Japan Electronic Industry Development Association
JTAG Joint Test Action Group

LRU Least Recently Used

LSB Least Significant Bit

MMU Memory Management Unit

MSB Most Significant Bit

PCMCIA Personal Computer Memory Card International Association

PFC Pin Function Controller

PLL Phase Locked Loop

RISC Reduced Instruction Set Computer
ROM Read Only Memory

RTC Realtime Clock
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SCIF
SRAM
TLB
T™MU
UART
uBC
WDT

Serial Communication Interface

Serial Communication I nterface with FIFO
Static Random Access Memory

Tranglation Lookaside Buffer

Timer Unit

Universal Asynchronous Receiver/Transmitter
User Break Controller

Watchdog Timer
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Main Revisions and Additions in this Edition

Item Page Revision (See Manual for Details)
1.2 Block Diagram 4 Figure 1.1 title amended
Figure 1.1 Pin Assignment
(TBP-208A)
1.4 Pin Function 6to 12 Package name amended
Number of Pins
FP-176C TBP-208A Pin Name
9 Description amended
Chip select 0
2.1.4 Control Registers 18 « Status Register (SR)
Description of bit 29 amended
Register bank bit
Determines the bank of general registers RO to R7 used in privileged
mode. ...
2.3.2 Addressing Modes 26 Note amended
Table 2.2 Addressing Modes Note: For the addressing modes below that use a displacement
and Effective Addresses (disp), the assembler descriptions in this manual show the value
before scaling (x1, x2, or x4) is performed according to the operand
size. This is done to clarify the operation of the LSI. Refer to the
relevant assembler notation rules for the actual assembler
descriptions.
2.4.1 Instruction Set 38 Table 2.7 amended
Classified by Function Privileged
SO s Operation ... GO e Mode ... Cycles TBit
Table 2.7 Logic Operation TAS. B @n* If Rn)is 0,1 — T; 0100nNNN00011011  — 4 Test
Instructions e B . resutt
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Iltem Page Revision (See Manual for Details)
2.4.1 Instruction Set 41to  Table 2.10 amended
Classified by Function 43 Privileged
Instruction Operation Code Mode Cycles T Bit
Table 2.10 System Control CLRVAC 0 — MACH, MACL 0000000000101000 — 1 —
|nStrUCtI0nS CLRS 0-S 0000000001001000 — 1 —_
CLRT 0T 0000000000001000 — 1 0
LDC  Rm SR Rm - SR 0100mmMD0001110 v 5 LsB
LDC Rm GBR Rm - GBR 0100mmM00011110 — 3 -
LDC  RmVBR Rm - VBR 0100mMmMmM00101110 vV 3 —
LDC  Rm SSR Rm - SSR 0100mm00111110 v 3 —
LDC Rm SPC Rm - SPC 0100mMmmM01001110 v 3 —
LDC RmRO_BANK Rm - RO_BANK 0100MmMM10001110 v 3 —
LDC RmRL_BANK Rm - R1_BANK 0100MmMML0011110 V. 3 —
LDC Rm R2_BANK Rm - R2_BANK 0100mMmMM10101110 v 3 —
LDC RmR3_BANK Rm - R3_BANK 0100MmMML0111110 V. 3 —
LDC  RmR4_BANK Rm - R4_BANK 0100mm11001110 v 3 —
LDC Rm R5_BANK Rm - R5_BANK 0100mMmmMM11011110 v 3 —
LDC Rm R6_BANK Rm - R6_BANK 0100mMmMM11101110 v 3 —
LDC  RmR7_BANK Rm - R7_BANK 0100mm11111110 v 3 —
LDC.L @+, SR (Rm) -~ SR,Rm+4 - Rm 0100nMmMMD0000111 v 7 LSB
LDC.L @m+, GBR (Rm) -~ GBR,Rm +4 - Rm 0100mmM©00010111 — 5 —
LDC.L @+, VBR  (Rm) - VBR,Rm+4 - Rm  0100mmm00100111 5 —
LDC.L @+, SR (Rm) - SSR,Rm+4 - Rm  0100mmm00110111 5 —
LDC.L @m+, SPC (Rm) ~ SPC,Rm +4 - Rm 0100mMmMMD1000111 v 5 —
LDC. L @, (Rm) ~ RO_BANK, 0100mmL0000111 v 5 —
RO_BANK RM +4 . Rm
LDC. L @, (Rm) ~ R1_BANK, 0100MmMM10010111 v 5 —
RL_BANK RM+4 . Rm
LDC. L @, (Rm) — R2_BANK, 0100mm10100111 v 5 —
R2_BANK Rm+4 - Rm
LDC. L @, (Rm) — R3_BANK, 010010110111 V 5 —
R3_BANK Rm+4 . Rm
el @, ‘") - RaBANK, otoommmico01s v & —
R4_BANK RM+4 . Rm
LDC. L @, (Rm) — R5_BANK, 0100mm11010111 5 —
R5_BANK Rm+4 - Rm
LDC. L @, (Rm) — R6_BANK, 0100mm11100111 vV 5 —
R6_BANK Rm+4 - Rm
LDC. L @, (Rm) ~ R7_BANK, 0100mmM1110111 v 5 —
R7_BANK Rm +4 . Rm
PREF  @m (Rm) - cache 0000mMmMM10000011 — 2 -
STC.L SR @Rn Rn-4 - Rn, SR - (Rn) 0100nNNN00000011 2 —
STC.L GBR, @Rn Rn-4 - Rn, GBR - (Rn) 0100nnnNn00010011 — 2 —
STC.L VBR @Rn Rn-4 - Rn, VBR - (Rn) 0100nnnn00100011 v 2 -
STC.L SSR @Rn  Rn-4 - Rn, SSR - (Rn) 0100nNNN00110011 2 —
STC.L SPC, @Rn Rn-4 - Rn, SPC - (Rn) 0100nnnNn01000011 v 2 -
TRAPA #i mm PC - SPC, SR - SSR, 1100001%iiiiiiii —_ 8 -
imm - TRA
2.4.2 Instruction Code Map 45 Table 2.11 amended
Table 2.11 Instruction Code Instruction Code Fx: 0000 Fx: 0001 Fx: 0010 Fx: 0011 to 1111
MSB LSB MD: 00 MD: 01 MD: 10 MD: 11
Map
0000 Rn Fx | 0000
0000 Rn Fx | 0001
0000| Rn |0OMD | 0010 [STC SR,Rn STC GBR,Rn [STC VBR,Rn STC SSR,Rn
0000| Rn |01MD| 0010 [STC SPC,Rn
0000| Rn |10MD| 0010 [STC RO_BANK,Rn STC R1_BANK,Rn STC R2_BANK,Rn STC R3_BANK,Rn
0000| Rn |11MD| 0010 |STC R4_BANK,Rn STC R5_BANK,Rn STC R6_BANK,Rn STC R7_BANK,Rn
0000 Rm |0OMD | 0011 [BSRF Rm BRAF Rm
0000| Rm |10MD | 0011 |PREF @Rm
0000| Rn | Rm |0IMD|MOV.B Rm,@RORn) [MOVW Rm,@(RO,Rn) MOV.L  Rm,@(RO,Rn) MULL  Rm,Rn
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Item Page Revision (See Manual for Details)
3.3.2 TLB Indexing 61 Description added
The TLB uses a 4-way set associative scheme, so entries must be
selected by index. VPN bits 16 to 12 and ASID bits in PTEH 4 to 0
are used as the index number regardless of the page size. ...
3.5.2 TLB Protection 71 Description added
Violation Exception Software (TLB Protection Violation Handler) Operations: Software
resolves the TLB protection violation and issues the RTE (return from
exception handler) instruction to terminate the handler and return to
the instruction stream. Note that the RTE instruction should be
issued after the two instructions following the LDTLB instruction.
3.6.3 Usage Examples 78 Description deleted
Invalidating Specific Entries: Specific TLB entries can be invalidated
by writing 0 to the entry's V bit. RO specifies the write data and R1
specifies the address.
6.4.4 Interrupt Request 126 Bit 5 R/W amended
Register 0 (IRR0) (Before) R  (After) RIW
8.3 Area Overview 163 Note amended
Figure 8.2 Corresponding to Note: For logical address spaces PO and P3, when the memory
Logical Address Space and management unit (MMU) is on, it can optionally generate a
Physical Address Space physical address for the logical address. It can be applied when
the MMU is off and when the MMU is on and each physical
address for the logical address is equal except for upper three
bits. See table 8.2, Physical Address Space Map, for
information on converting logical addresses into user-defined
physical addresses.
8.4.6 PCMCIA Control 185 Bit table of bits 11, 7, 6 amended
Register (PCR) Bit* Bit Name Initial Value R/W
13,12 — All 0 R
11 ASTED2 0 RW
ASTEDL 0 RW i
ASTEDO 0 RW
8.5.2 Description of Areas 197 Description added

... The number of bus cycles is selected between 0 and 10 wait
cycles using the AOW2 to AOWO bits of WCR2. In addition, any
number of waits can be inserted in each bus cycle by means of the
external wait pin (WAIT). When the burst function is used, the bus
cycle pitch of the burst cycle is determined within a range of 2 to 10
according to the number of waits.
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Item Page

Revision (See Manual for Details)

9.3 Register Description 246

Description added

Channel 3

« DMA source address register 3 (SAR3)

« DMA destination address register 3 (DAR3)
« DMA transfer count register 3 (DMATCR3)
« DMA channel control register 3 (CHCR3)
Any Channel

« DMA operation register (DMAOR)

9.5.3 Operation 285

Figure 9.27 Counter
Operation

Figure 9.27 amended
(Before) CMCNTO value — (After) CMCNT value
(Before) CMCORO -, (After) CMCOR

10.1 Feature 292

Figure 10.1 Block Diagram of
Clock Pulse Generator

293

Figure 10.1 amended

Clock pulse generator

car X 1 Divider 1
PLL circuit 1 x1 —
| |
(x1,2,3,4) xuzf—| | T
x 13— -
CKIO - “ 1 Cycle = Icyc
Cycle = Bcyc
car2 K
Divider 2
XTAL PLL circuit 2 x1 peripheral
. 1 e[ T pernes
ExTAL — x 13 cock 09
x1/4 Cycle = Pcyc

x 1/6

— Bus clock (Bg)
L Cycle = Bcyc

5. description amended

5. Divider 2: Divider 2 generates a clock at the operating frequency
used by the bus clock (Bg) and peripheral clock (P@). The
operating frequency of the peripheral clock can be 1, 1/2, 1/3, 1/4,
or 1/6 times the output frequency of PLL Circuit 1, as long as it
stays at or below the clock frequency of the CKIO pin. The
division ratio is set in the frequency control register.
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Item Page

Revision (See Manual for Details)

10.3 Clock Operating Modes 294

Description amended

Table 10.2 shows the relationship between the mode control pin
(MD2 to MDO) combinations and the clock operating modes. Table
10.3 shows the usable frequency ranges in the clock operating
modes and frequency ranges of the input clock (crystal oscillation).
Operation cannot be guaranteed if settings other than those listed in
table 10.3 are used.

297

Caution 4 amended
4. The frequency of the peripheral clock (Pg):

« The frequency of the peripheral clock (P¢) is the product of the
frequency of the CKIO pin, the frequency multiplication ratio of
PLL circuit 1, and the division ratio of divider 2.

Section 11 Watchdog Timer 303
(WDT)

Figure 11.1 Block Diagram of
the WDT

Figure 11.1 amended

WDT
Standby _ | [ standby Standby
cancellation control _|=— mode
i ﬁi Peripheral
Internal ivi clock
=les
request Clock selection
i Clock selector
Interrupt Interrupt Overflow
]
request control
WTCSR

11.2.1 Watchdog Timer 304
Counter (WTCNT)

Description amended

... The WTCNT is initialized to H'00 only by a power-on reset through
the RESETP pin. ...

11.2.2 Watchdog Timer 304
Control/Status Register
(WTCSR)

Description amended

... The WTCSR is initialized to H'00 only by a power-on reset through
the RESETP pin. ...

12.5.2 Status Flag Clear 323
Timing

Figure 12.9 Status Flag

Figure 12.9 amended

TCR write cycle

T

Clear Timing P
Peripheral address bus X TCRaddress X
UNF, ICPF
13.3.9 Second Alarm 333 Bit 7 R/W amended

Register (RSECAR)

(Before) R — (After) RIW

Rev. 4.00, 03/04, page xiii of xlvi
RENESAS



Item Page

Revision (See Manual for Details)

13.4.2 Setting Time 341
Figure 13.2 Setting the Time

Figure 13.2 amended

To reset the divider circuit (RTC prescaler
and R64CNT) and set the counter

Write 0 to START and 1 to
RESET in the RCR2 register

Stop clock,
reset divider circuit

Set seconds, minutes,
hour, day, day of the
week, month and year

Order is irrelevant

Write 1 to START in the

Start clock RCR2 register

l

13.4.3 Reading the Time 342
Figure 13.3 Reading the

Figure 13.3 amended

(a) To read the time
without using interrupts

Time \
Disable the carry . )
interrupt Write 0 to CIE in RCR1
—— . .
Write 0 to CF in RCR1
Clear the carry flag | Note: Set AF to 1 so that alarm
T flag is not cleared.
Read counter
register
Yes
Carry flag = 1? Read RCR1 and check CF
13.4.4 Alarm Function 343 Figure 13.4 amended

Figure 13.4 Using the Alarm
Function

Set alarm time

Clear alarm flag

Always reset, since the flag may have been
set while the alarm time was being set
(AF bit in RCR1 is cleared).

14.1 Feature 347

Description added

The SCI has the following features.

« Selectable from asynchronous or clock synchronous as the serial
communications mode
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Item Page Revision (See Manual for Details)
14.4.3 Clock Synchronous 389 Figure 14.17 amended
Operation
Figure 14.17 Data Format in ST ) € € 5 ) 5 € € Gt
Clock Synchronous
Communication
17.1.6 Port F Control 470 Bit table amended
Register (PFCR) Bit Bit Name Initial Value R/W  Description
15 — 1/0 R Reserved
When ASEMDO = 0, this bit is always read as 0 and
must only be written with 0.
When ASEMDO = 1, this bit is always read as 1 and
must only be written with 1.
14 — 0 R Reserved
This bit is always read as 0 and must only be
written with 0.
13 PF6MD1  1/0 R/W  PF6 Mode
12 PF6MDO 0 R/W  00: Other function (See table 17.1)
01: Port output
10: Port input (Pull-up MOS: on)
11: Port input (Pull-up MOS: off)
11 PF5MD1  1/0 R/W  PF5 Mode
10 PF5MDO 0 R/W  00: Other function (See table 17.1)
01: Port output
10: Port input (Pull-up MOS: on)
11: Port input (Pull-up MOS: off)
471 Bit Bit Name Initial Value RMW Description
9 PF4MD1 1/0 R/W  PF4 Mode
8 PF4MDO O R/W  00: Other function (See table 17.1)

01: Port output
10: Port input (Pull-up MOS: on)
11: Port input (Pull-up MOS: off)

7 PF3MD1 1/0 RW  PF3 Mode

6 PF3MDO 0 R/W  00: Other function (See table 17.1)
01: Port output
10: Port input (Pull-up MOS: on)
11: Port input (Pull-up MOS: off)

5 PF2MD1 1/0 RW  PF2 Mode

4 PF2MDO O R/W  00: Other function (See table 17.1)
01: Port output
10: Port input (Pull-up MOS: on)
11: Port input (Pull-up MOS: off)

3 PFIMD1 1/0 RW  PF1 Mode 1

2 PFIMDO O R/W  00: Other function (See table 17.1)
01: Port output
10: Port input (Pull-up MOS: on)
11: Port input (Pull-up MOS: off)

1 PFOMD1 1/0 R/W  PFO Mode 1

0 PFOMDO O R/W  00: Other function (See table 17.1)
01: Port output
10: Port input (Pull-up MOS: on)
11: Port input (Pull-up MOS: off)
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Iltem Page Revision (See Manual for Details)

17.1.7 Port G Control 472 Bit table amended
Register (PGCR) Bit Bit Name Initial Value
11 PG5MD1 1
10 PG5MDO 0
9 PG4MD1 1/0
8 PG4MDO O
7 PG3MD1 [1/0
6 PG3MDO O
5 PG2MD1 1/0
4 PG2MDO O
3 PG1MD1 [1/0
2 PG1IMDO O
473 Bit Bit Name Initial value
1 PGOMD1 1/0
0 PGOMDO O

18.5.2 Port E Data Register 485 Description amended

(PEDR) PEDR is initialized to H'00 by a power-on reset, after which the

general input port function (pull-up MOS on) is set as the initial pin
function, and the corresponding pin levels are read. It retains its
previous value in standby mode and sleep mode, and in a manual
reset.

19.3.2 A/D Control/Status 499 Bit 7 R/\W amended
Register (ADCSR) (Before) RI(W)* - (After) RI(W)*!
500 Bit 4 description amended

MULTI  SCN

0 0 :Single mode
0 1 :Single mode
1 0 :Multi mode
1 1 :Scan mode

Note *2 added
Bit 3 Clock Select

0: Conversion time = 536 states (maximum)
1: Conversion time = 266 states (maximum)*?
Notes: 1. Only 0 can be written to clear the flag.
2 The CKS value should be set so that the A/D conversion
time is 16 ps (minimum).
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Item Page Revision (See Manual for Details)
19.4 Bus Master Interface 502 Figure 19.2 amended
Figure 19.2 A/D Data Lower byte read
Register Access Operation
. ' Bus Module internal data bus
(Readlng H AA40) (ﬁzlé) H interface 4 >
TEMP
(H'40)
Upper byte of Lower byte of
A/D data register A/D data register
(H'AA) (H'40)
19.6.3 Scan Mode (MULTI = 507 Figure 19.7 amended
1, SCN=1) Set+! Clear+!
Figure 19.7 Example of A/ID ADDRA*2 ADDRB*2 ADDRC*2 ADDRD*2
Converter Operation (Scan — ) )
Mode, Channels ANO to AN2 Notes: 1. Downward arrows indicate instruction executed by
Selected) soﬂwgrg. - -
2. Data is ignored during conversion.
19.6.4 Input Samplingand 508 Description deleted
A/D Conversion Time In multi mode and scan mode, the values given in table 19.3 apply to
the first conversion. In the second and subsequent conversions the
conversion time is fixed at 512 states when CKS = 0 or 256 states
when CKS = 1.
19.9.1 Setting Analog Input 511 Description amended
Voltage * Analog Input Voltage Range: During A/D conversion, the voltages
input to the analog input pins ANn should be in the range AVss <
ANN < AVcc (n =0to 3)
¢ AVcc, Avss, Input Voltage: AVec and AVss should be related as
follows: AVcc = VeeQ + 0.2 V and AVss = Vss.
21.3.3 Boundary Scan 522 Table 21.2 amended
Register (SDBSR) Bit 171 1/O
Table 21.2 This LSI's P!ns (Before) (blank) . (After) OUT
and Boundary Scan Register )
Bits Bit 160 /O
(Before) OUT - (After) Control
21.4.1 TAP Controller 525 Note amended

Note: ... The TDO is at high impedance, except with shift-DR (shift-
SR) and shift-IR states. When TRST = 0, there is a transition to test-
logic-reset asynchronously with TCK.
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Section 22 Power-Down 531 Table 22.1 amended

Modes

Table 22.1 Power-Down . :

Modes Transition ;
Mode Conditions iCanceling Procedure
Module standby Set MSTP bit of l Clear MSTP bitto 0
function STBCRto 1 i2. Power-on reset

22.3.3 Module Standby 539 « Transition to Module Standby Function

Function

Description amended

Setting the standby control register MSTP8 to MSTP4, MSTP2 to
MSTPO bits to 1 halts the supply of clocks to the corresponding on-
chip supporting modules. This function can be used to reduce the
power consumption in normal mode and sleep mode.

¢ Clearing the Module Standby Function
Description amended

The module standby function can be cleared by clearing the MSTP8
to MSTP4, MSTP2 to MSTPQ bits to O, or by a power-on reset or
manual reset.

23.1 Register Address Map 548

Address of SDMR amended

(Before) H'FFFFDO000 to H'FFFFEFFE
!

(After) H'FFFFDO0O to H'FFFFEFFF

24.3.4 Basic Timing 585

Figure 24.16 Basic Bus
Cycle (No Wait)

Figure 24.16 amended

tbakD1 tbakD2

DACKn
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Figure 24.18 Basic Bus 587 Figure 24.18 amended
Cycle (External Wait) 7T e

‘ trRps1 ‘
|
D31 to DO
(read) N/ ‘
tAH
twep| tWep | trwh

WEn

(write) /| twons
twob: twoH1
{ |
D31 to DO
(write)

tgsp tesp

tbAKDL tpakD2

<+
DACKn
twrs [twrh twrs | twrh

wn A san

|

24.3.6 Synchronous DRAM 599 Figure 24.30 replaced
Timing

Figure 24.30 Synchronous

DRAM Burst Read Bus Cycle

(RAS Down, Same Row

Address, CAS Latency = 1)

24.3.9 H-UDI, AUD Related 619 Figure 24.57 amended
PinTiming T

Figure 24.57 H-UDI Data ‘ oo |

Transfer Timing 00 >K

24.3.11 AC Characteristics 622 Description amended
Measurement Conditions I/0 signal reference level: VecQ/2 (VecQ = 3.3+ 0.3V, Vec = 1.9

+0.15V)
* Input pulse level ...
B.1 Pin Functions 630 Table B.1 amended
Table B.1 Pin States during Reset Power-Down
Power-On Manual Bus
Resets, Power-Down States, Category Pin Reset Reset Standby Sleep Released
and Bus-Released State Data bus D[15:0] z I z 10 z
D[23:16]/PTA[7:0] z = ZK*3 10P*? zP*3
D[31:24]/PTB[7:0] z 1p*3 ZK*® 10P** zp*?
B.3 Processing of Unused 637 Description amended
Pins

When EXTAL pin is not used
0O EXTAL: Pull up to VeeQ or Vss
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B.4 Pin States in Accessto 647 Table B.8 amended

Each Address Space 32-Bit Bus Width
) Byte Byte Byte Byte Word Word
Table B.8 Pin States Access  Access  Access  Access  Access  Access
. (Address  (Address (Address (Address (Address (Address Longword
(Synchronous DRAM/Big Pin an) an+l)  4n+2)  4n+3)  d4n) 4n+2)  Access
Endian) D231t0 D16 Invalid data Valid data  Invalid data Invalid data Valid data  Invalid data Valid data
D31 to D24 Valid data  Invalid data _Invalid data_Invalid data Valid data  Invalid dataValid data
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Sectionl Overview

The SH7706 is a RISC microprocessor that integrates a Renesas Technology-original RISC-type
SuperH™ architecture SH-3 CPU asits core that has peripheral functions required for system
configuration. The CPU of this LS| has upper compatibility with the SH-1 and SH-2 at object code
level. This LSl incorporates a memory management unit (MMU) that has a 128-entry 4-way set
associative translation lookaside buffer (TLB).

The LS| incorporates the following peripheral functions: an on-chip direct memory access
controller (DMAC) that enables high-speed data transfer and a bus state controller (BSC) that
enables direct connection to different types of memory. The LS| also incorporates a serial
communication interface, an A/D converter, a D/A converter, atimer, and arealtime clock that
enable system configuration at low cost.

A built-in power management function enables dynamic control of power consumption. Thus, this
LSl isoptimum for portable electronic devices such as PDAs that require both high performance
and low power.

The SH7706 incorporates a user debugging interface (H-UDI) and an advanced user debugger
(AUD) to support emulator functions such as E10A. This LSl aso incorporates a user break
controller (UBC) for self debugging.

Note: * The SuperH is atrademark of Renesas Technology, Corp.

11 Feature

¢ Origina Renesas SuperH architecture

¢ Object code level compatible with SH-1, SH-2 and SH-3
e 32-bit RISC-typeinstruction set

Instruction length: 16-bit fixed length

Improved code efficiency

L oad-store architecture

Delayed branch instructions

Instruction set oriented for C language

¢ Five-stage pipeline

¢ Instruction execution time: one instruction/cycle for basic instructions
e General-register: Sixteen 32-bit general registers

e Control-register: Eight 32-bit control registers

e System-register: Four 32-bit system registers

e 32-bitinternal data bus

e Logical address space: 4 Ghytes

Oo0oood
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» Spaceidentifier ASID: 8 bits, 256 logical address space
¢ Abundant Peripheral Functions

OoOoooooooooogogo

Memory Management Unit (MMU)

User Break Controller (UBC)

Bus state Controller (BSC)

Direct Memory Access Controller (DMAC)
Clock Pulse Generator (CPG)

Watchdog Timer (WDT)

Timer Unit (TMU)

Realtime Clock (RTC)

Serial Communication Interface (SCI)
Smartcard Interface

Serial Communication Interface with FIFO (SCIF)
10-bit A/D converter (ADC)

8-hit D/A converter (DAC)

User Debugging Interface (H-UDI)
Advanced User Debugger (AUD)
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1.2

Block Diagram

Legend
ADC
AUD
BSC
CACHE
CCN
CMT

CPU
DAC

<
MVU S < cru
TLB — %) :O SCI
<18 3 E
= KK H UBC =
@
CCN g P— éo T™MU
[3)
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i sk Anc
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0

: A/D converter

: Advanced user debugger

: Bus state controller
: Cache memory

: Cache memory controller

: Compare match timer
CPG/WDT : Clock pulse generator/watchdog timer SCIF  : Serial communication interface (with FIFO)
: Central processing unit
: D/A converter

DMAC : Direct memory access controller

H-UDI : User debugging interface

INTC : Interrupt controller

MMU  : Memory management unit

RTC  : Realtime clock

SCI : Serial communication interface (with smart card interface)

TLB : Address translation buffer
TMU  : Timer unit
UBC  : User break controller

Figurel.1 SH7706 Block Diagram
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1.3 Pin Assignment
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Figurel.2 Pin Assignment (FP-176C)
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SH7706
TBP-208A
(Top view)
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©)

Note: Section in the dotted lines are perspective view.

Figure1.3 Pin Assignment (TBP-208A)
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14 Pin Function

Number of Pins

FP-176C TBP-208A Pin Name I/O Description

1 C3 Vee-RTC* — RTC power supply (1.9 V)

2 Cc2 XTAL2 (0] On-chip RTC crystal oscillator pin
3 C1 EXTAL2 | On-chip RTC crystal oscillator pin
4 D3 Vss-RTC*! — RTC power supply (0 V)

5 F4 D31/PTB[7] I/O Data bus / input/output port B

6 F3 D30/PTB[6] I/O Data bus / input/output port B

7 F2 D29/PTB[5] I/O Data bus / input/output port B

8 F1 D28/PTB[4] I/O Data bus / input/output port B

9 G4 D27/PTBJ[3] I/O Data bus / input/output port B

10 G3 D26/PTB[2] I/O Data bus / input/output port B

11 G2 VssQ — Input/output power supply (0 V)
12 Gl D25/PTBJ[1] I/0 Data bus / input/output port B

13 H4 VccQ — Input/output power supply (3.3 V)
14 H3 D24/PTBJ[0] I/0 Data bus / input/output port B

15 H2 D23/PTA[7] I/O Data bus / input/output port A

16 H1 D22/PTA[6] I/O Data bus / input/output port A

17 J4 D21/PTA[5] I/0 Data bus / input/output port A

18 J2 D20/PTA[4] I/0 Data bus / input/output port A

19 J1 Vss — Internal power supply (0 V)

20 J3 D19/PTA[3] I/0 Data bus / input/output port A

21 K1 Vce — Internal power supply (1.9 V)

22 K2 D18/PTA[2] I/0 Data bus / input/output port A

23 K3 D17/PTA[1] I/0 Data bus / input/output port A

24 K4 D16/PTA[O] I/0 Data bus / input/output port A

25 L1 VssQ — Input/output power supply (0 V)
26 L2 D15 IO Data bus

27 L3 VeeQ — Input/output power supply (3.3 V)
28 L4 D14 IO Data bus

29 M1 D13 I/0 Data bus
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Number of Pins

FP-176C TBP-208A Pin Name I/O Description

30 M2 D12 I/0 Data bus

31 M3 D11 I/0 Data bus

32 M4 D10 I/10 Data bus

33 N1 D9 I/0 Data bus

34 N2 D8 110 Data bus

35 N3 D7 I/0 Data bus

36 N4 D6 110 Data bus

37 P1 VssQ — Input/output power supply (0 V)
38 P2 D5 10 Data bus

39 P3 VceQ — Input/output power supply (3.3 V)
40 R1 D4 I/0 Data bus

41 R2 D3 I/10 Data bus

42 P4 D2 1’0 Data bus

43 T1 D1 I/0 Data bus

44 T2 DO I/0 Data bus

45 Ul A0 o Address bus

46 u2 Al O Address bus

47 R3 A2 o Address bus

48 T3 A3 o Address bus

49 U3 VssQ — Input/output power supply (0 V)
50 R4 Ad o Address bus

51 T4 VeeQ — Input/output power supply (3.3 V)
52 u4 A5 o Address bus

53 P5 A6 O Address bus

54 R5 A7 o Address bus

55 T5 A8 o Address bus

56 us A9 o Address bus

57 P6 A10 o Address bus

58 R6 All o Address bus

59 T6 Al2 o Address bus
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Number of Pins

FP-176C TBP-208A Pin Name 110 Description

60 U6 A13 o Address bus

61 pP7 VssQ — Input/output power supply (0 V)

62 R7 Al4 @) Address bus

63 T7 VeeQ — Input/output power supply (3.3 V)

64 u7 Al5 @) Address bus

65 P8 A16 o Address bus

66 R8 Al7 @) Address bus

67 T8 Al18 @) Address bus

68 us A19 o Address bus

69 P9 A20 @) Address bus

70 T9 A21 o Address bus

71 u9 Vss — Internal power supply (0 V)

72 R9 A22 @) Address bus

73 u10 Vce — Internal power supply (1.9 V)

74 T10 A23 (0] Address bus

75 P10 A24 o Address bus

76 T11 A25 (0] Address bus

77 R11 BS/PTCI0] O/1/0  Bus cycle start signal /
input/output port C

78 P11 RD 0 Read strobe

79 ui2 WEO/DQMLL 0] D7 to DO select signal /
DQM (SDRAM)

80 T12 E1/DQMLU/WE o] D15 to D8 select signal / DQM
(SDRAM) / write strobe (PCMCIA)

81 R12 WE2/DQMUL/ 0/0/ D23 to D16 select signal /

ICIORD/PTC[1] O/l1/o DQM (SDRAM) /

PCMCIA input/output read /
input/output port C

82 P12 WES3/DQMUU/ O/0O/ D31 to D24 select signal /

ICIOWR/PTCI2] o/l/o DQM (SDRAM) /

PCMCIA input/output write /
input/output port C

83 u13 RD/WR 0] Read/write
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Number of Pins

FP-176C TBP-208A Pin Name I/O Description

84 R13 VssQ — Input/output power supply (0 V)

85 P13 CS0 (0] Chip select 0

86 ul4 VccQ — Input/output power supply (3.3 V)

87 T14 CS2/PTCJ[3] Oo/1/0 Chip select 2 / input/output port C

88 R14 CS3/PTC[4] O/1/0 Chip select 3 / input/output port C

89 u17 CS4/PTC[5] O/1/0 Chip select 4 / input/output port C

90 T17 CS5/CE1A/PTCI6] O/0O/1/O Chip select5/CE1 (area 5
PCMCIA) / input/output port C

91 R15 CS6/CE1B/PTC[7] O /0O /1/O Chip select 6 / CE1 (area 6
PCMCIA) / input/output port C

92 R16 CE2A/PTDI6] Oo/10 Area 5 PCMCIA CE2/
input/output port D

93 R17 VssQ — Input/output power supply (0 V)

94 P15 CE2B/PTDI[7] Oo/10 Area 6 PCMCIA CE2 /
input/output port D

95 P16 VeeQ — Input/output power supply (3.3 V)

96 P17 RASL/PTD[0] o/l/o Lower 32 Mbytes address RAS
(SDRAM) / input/output port D

97 N14 RASU/PTD[1] O/1/0 Upper 32 Mbytes address RAS
(SDRAM) / input/output port D

98 N15 CASL/PTDI[2] o/l/o Lower 32 Mbytes address CAS
(SDRAM) / input/output port D

99 N16 CASU/PTDI3] O/1/0 Upper 32 Mbytes address CAS
(SDRAM) / input/output port D

100 N17 CKE/PTD[4] O/1/0 CK enable (SDRAM) /
input/output port D

101 M14 [OIS16/PTD[5] 1/1/0 I0IS16 (PCMCIA) / input port D

102 M15 BACK (0] Bus acknowledge

103 M16 BREQ I Bus request

104 M17 WAIT I Hardware wait request

105 L14 DACKO/PTE[Q] O/1/0 DMA acknowledge 0 /
input/output port E

106 L15 DACK1/PTE[1] o/l1lo DMA acknowledge 1/

input/output port E

RENESAS
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Number of Pins

FP-176C TBP-208A Pin Name I/O Description

107 L16 DRAKO/PTE[2] O/1/0 DMA request acknowledge /
input/output port E

108 L17 DRAK1/PTE[3] Oo/l1/0 DMA request acknowledge /
input/output port E

109 K15 AUDATA[O]/PTF[O] 1/0 AUD data / input/output port F

110 K16 AUDATA[1])/PTF[1] I/0 AUD data / input/output port F

111 K17 AUDATA[2]/PTF[2] I/0 AUD data / input/output port F

112 J14 AUDATA[3]/PTF[3] I/O AUD data / input/output port F

113 J16 AUDSYNC/PTF[4] O/1/0  AUD synchronous /
input/output port F

114 Ji7 TDI/PTG[O] Data input (H-UDI) / input port G

115 J15 Vss — Internal power supply (0 V)

116 H17 TCK/PTG[1] Clock (H-UDI) / input port G

117 H16 Vce — Internal power supply (1.9 V)

118 G16 TMS/PTG[2] I Mode select (H-UDI) / input port G

119 G15 TRST/PTG[3] | Reset (H-UDI) / input port G

120 G1l4 TDO/PTF[5] O/1/0 Data output (H-UDI) /
input/output port F

121 F16 ASEBRKAK/PTF[6] O/1/0  ASE break acknowledge (H-UDI) /
input/output port F

122 F15 ASEMDO** ASE mode (H-UDI)

123 E17 Vee-PLL1* — PLL1 power supply (1.9 V)

124 E16 CAP1 — PLL1 external capacitance pin

125 E15 Vss-PLL1* — PLL1 power supply (0 V)

126 E14 Vss-PLL2*? — PLL2 power supply (0 V)

127 D17 CAP2 — PLL2 external capacitance pin

128 D16 Vee-PLL2%2 — PLL2 power supply (1.9 V)

129 C17 MD1 Clock mode setting

130 C1l6 Vss — Internal power supply (0 V)

131 B17 XTAL (0] Clock oscillator pin

132 B16 EXTAL I

External clock / crystal oscillator
pin
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Number of Pins

FP-176C TBP-208A Pin Name 110 Description

133 Al7 STATUSO/PTE[4] O/10 Processor status /
input/output port E

134 Al6 STATUS1/PTE[5] Oo/10 Processor status /
input/output port E

135 C15 TCLK/PTE[6] I/0 TMU or RTC clock input/output /
input/output port E

136 B15 IRQOUT/PTE[7] O/1/O Interrupt request notification /
input/output port E

137 Al15 VssQ — Input/output power supply (0 V)

138 C14 CKIO 110 System clock input/output

139 B14 VeeQ — Input/output power supply (3.3 V)

140 Al4 TxDO/SCPTIO0] o SCI transmit data 0 / SC port

141 D13 SCKO/SCPT[1] 1/0 SCl clock 0 / SC port

142 C13 TxD2/SCPT[2] o SCIF transmit data 2 / SC port

143 B13 SCK2/SCPT[3] I/10 SCIF clock 2 / SC port

144 A13 RTS2/SCPT[4] O/1/0  SCIF transmit request 2 / SC port

145 D12 RxDO/SCPTI[0] | SCl receive data 0 / SC port

146 C12 RxD2/SCPT[2] | SCIF receive data 2 / SC port

147 B12 CTS2/IRQ5/SCPTI[5] | SCIF transmit clear / external
interruption request / SC port

148 D11 Vss — Internal power supply (0 V)

149 C11 RESETM | Manual reset request

150 B11 Vee — Internal power supply (1.9 V)

151 All IRQO/IRLO/PTHIO] I/1/1/0 External interrupt request /
input/output port H

152 D10 IRQL/IRL1/PTHI[1] 1/171/0 External interrupt request /
input/output port H

153 C10 IRQ2/IRL2/PTHI[2] I/1/1/0 External interrupt request /
input/output port H

154 B10 IRQ3/IRL3/PTHI3] 1/1/1/0 External interrupt request /
input/output port H

155 Al10 IRQ4/PTHI[4] 1/1/0 External interrupt request /

input/output port H

RENESAS
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Number of Pins

FP-176C TBP-208A Pin Name I/O Description

156 D9 VssQ — Input/output power supply (0 V)

157 B9 NMI Nonmaskable interrupt request

158 A9 VccQ — Input/output power supply (3.3 V)

159 C9 AUDCK/PTG[4] | AUD clock / input port G

160 A8 DREQO/PTHI5] 1/1/0 DMA request / input/output port H

161 B8 DREQ1/PTH[6] 1/1/0 DMA request / input/output port H

162 (of:} ADTRG/PTGI5] [ Analog trigger / input port G

163 D8 MDO I Clock mode setting

164 B7 MD2 I Clock mode setting

165 A6 RESETP I Power-on reset request

166 B6 CA I Chip activate / hardware standby
request

167 C6 MD3 I Area 0 bus width setting

168 D6 MD4 I Area 0 bus width setting

169 A5 MD5 I Endian setting

170 B5 AVss — Analog power supply (0 V)

171 C5 AN[O}/PTJ[O] I A/D converter input / input port J

172 D5 AN[1]/PTJ[1] I A/D converter input / input port J

173 Ad AN2[2]/DA[1]/PTI[2] /071 A/D converter input / D/A converter
output / input port J

174 B4 ANB3[3]/DA[0]/PTJ[3] 1/0/1 A/D converter input / D/A converter
output / input port J

175 B3 AVcc — Analog power supply (3.3 V)

176 B2 AVss — Analog power supply (0 V)

Notes: Except in hardware standby mode, all Vcc/Vss pins must be connected to the system power
supply. (Supply power constantly.) In hardware standby mode, power must be supplied at
least to Vcc—RTC and Vss—RTC. If power is not supplied to Vcc and Vss pins other than
Vce—RTC and Vss—RTC, hold the CA pin low.
In the TBP-208A package, the A1, A2, A3, A7, Al12, B1, C4, C7, D1, D2, D4, D7, D14, D15,
E1l, E2, E3, E4, F14, F17, G17, H14, H15, K14, P14, R10, T13, T15, T16, U11, U15, and
U16 pins must be connected to Vss.
1. Must be connected to the power supply even when the RTC is not used.
2. Must be connected to the power supply even when the on-chip PLL circuits are not
used (except in hardware standby mode).
3. Must be high level when the user system is used independently without using the
emulator or H-UDI. When this pin goes low or is open, the RESETP pin may be
masked. (See section 21, User Debugging Interface (H-UDI).)
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Section2 CPU

21 Register Description

211 Privileged M ode and Banks

Processor Modes. There are two processor modes. user mode and privileged mode. The SH7706
normally operates in user mode, and enters privileged mode when an exception occurs or an
interrupt is accepted. There are three kinds of registers—general registers, system registers, and
control registers—and the registers that can be accessed differ in the two processor modes.

General Registers: There are 16 general registers, designated RO to R15. General registers RO to
R7 are banked registers which are switched by a processor mode change. In privileged mode, the
register bank bit (RB) in the status register (SR) defines which banked register set is accessed as
general registers, and which set is accessed only through the load control register (LDC) and store
control register (STC) instructions.

When the RB hitis 1, BANK1 general registers RO BANK1 to R7_BANK1 and non-banked
general registers R8 to R15 function as the genera register set, with BANKO general registers
RO_BANKO to R7_BANKO accessed only by the LDC/STC instructions.

When the RB hit is 0, BANKO general registers RO BANKO to R7_BANKO and nonbanked
general registers R8 to R15 function as the general register set, with BANK1 general registers
RO_BANK1 to R7_BANK1 accessed only by the LDC/STC instructions. In user mode, the 16
registers comprising bank 0 general registers RO BANKO to R7_BANKO and non-banked
registers R8 to R15 can be accessed as general registers RO to R15, and bank 1 general registers
RO_BANK1 to R7_BANKZ1 cannot be accessed.

Control Registers. Control registers comprise the global base register (GBR) and status register
(SR) which can be accessed in both processor modes, and the saved status register (SSR), saved
program counter (SPC), and vector base register (VBR) which can only be accessed in privileged
mode. Some bhits of the status register (such as the RB bit) can only be accessed in privileged
mode.

System Registers. System registers comprise the multiply and accumulate registers
(MACL/MACH), the procedure register (PR), and the program counter (PC). Accessto these
registers does not depend on the processor mode.

The register configuration in each mode is shown in figures 2.1.

Switching between user mode and privileged mode is controlled by the processor mode bit (MD)
in the status register.
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31 0 31 0 31 0

RO _BANKOQ*1! *2 RO BANK1*1 *3 RO _BANKOQ*1 *4
R1 BANKO0*2 R1 BANK1*3 R1 BANKO*4
R2_BANKO0*2 R2 BANK1*3 R2_BANKO0*4
R3_BANKO0*2 R3 BANK1*3 R3 _BANKO0*#
R4 _BANKO0*2 R4 BANK1*3 R4 BANKO*4
R5 BANKO0*2 R5 BANK1*3 R5 BANKO*4
R6_BANKO0*2 R6 BANK1*3 R6_BANKO*4
R7_BANKO0*2 R7 BANK1*3 R7_BANKO0*4
R8 R8 R8
R9 R9 R9
R10 R10 R10
R11 R11 R11
R12 R12 R12
R13 R13 R13
R14 R14 R14
R15 R15 R15
[ SR | SR | | SR |
[ SSR 1 1 SSR ]
GBR GBR GBR
MACH MACH MACH
MACL MACL MACL
PR PR PR
VBR VBR
| PC | PC ] | PC ]
| SPC 1 | SPC |
RO_BANKOQ*1 *4 RO BANK1*1*3
R1 BANKO*4 R1 BANK1*3
R2_BANKO0*4 R2 BANK1*3
R3 BANKO0*4 R3 BANK1*3
R4 BANKO0*4 R4 BANK1*3
R5 BANKO0*4 R5 BANK1*3
R6_BANKO0*4 R6 _BANK1*3
R7 BANKO*4 R7 BANK1*3
a. User mode register b. Privileged mode c. Privileged mode
configuration register configuration register configuration
(RB=1) (RB =0)

Notes: 1. RO functions as an index register in the indexed register-indirect addressing mode and indexed

GBR-indirect addressing mode.

2. Banked register

3. Banked register
When the RB bit of the SR register is 1, the register can be accessed for general use. When the
RB bit is 0, it can only be accessed with the LDC/STC instruction.

4. Banked register
When the RB bit of the SR register is 0, the register can be accessed for general use. When the
RB bit is 1, it can only be accessed with the LDC/STC instruction.

Figure2.1 Register Configuration
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Register values after areset are shown intable 2.1.

Table2.1 Initial Register Values

Type Registers Initial Value*
General registers RO to R15 Undefined
Control registers SR MD bit=1, RBbit=1, BL bit=1, I3 to

10 =1111 (H'F), reserved bits = 0,
others undefined

GBR, SSR, SPC Undefined

VBR H'00000000
System registers MACH, MACL, PR Undefined

PC H'A0000000

Note: * Initial value is set at power-on-reset or manual-reset.

212 General Registers

There are 16 genera registers, designated RO to R15. General registers RO to R7 are banked
registers, with a different RO to R7 register bank (RO_BANKO to R7_BANKO or RO_BANK1 to
R7_BANK1) being accessed according to the processor mode. For details, see figure 2.1.

The general register configuration is shown in figure 2.2.

31

General Registers

RO*1 *2

Initialized to undefined by a reset.

R1*2

Notes:

R2*2

1. RO functions as an index register in the indexed

R3*2

register-indirect addressing mode and indexed

R4*2

GBR-indirect addressing mode. In some instructions,

R5*2

only RO can be used as the source register or

R6*2

destination register.

R7*2

2. RO to R7 are banked registers.

R8

In privileged mode, SR.RB specifies which banked registers are

R9

accessed as general registers (RO_BANKO to R7_BANKO or

R10

RO_BANK1 to R7_BANK1).

R11

R12

R13

R14

R15

Figure2.2 General Registers
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213 System Registers

System registers can be accessed by the LDS and ST S instructions. When an exception occurs, the
contents of the program counter (PC) are saved in the saved program counter (SPC). The SPC
contents are restored to the PC by the RTE instruction used at the end of the exception handling.
There are three system registers, as follows.

e Multiply and accumulate register (MAC)
¢ Procedureregister (PR)
¢ Program counter (PC)

The system register configuration is shown in figure 2.3.

Multiply and Accumulate Register (MAC)

31 0
MACH
MACL

Procedure Register (PR)
31 0
[ PR |

Program Counter (PC)
31 0
[ PC |

Figure2.3 System Registers

1. Multiply and Accumulate Register (MAC)
Multiply and Accumulate register is consist of Higher part register (MACH) and Lower part
register (MACL).
Store the results of multiply-and-accumulate operations.
Initialized to undefined by a reset.
2. Procedure Register (PR)
Stores the return address for exiting a subroutine procedure.
Initialized to undefined by a reset.
3. Program Counter (PC)

Indicates the address four addresses (two instructions) ahead of the currently executing
instruction. Initialized to H'A0000000 by areset.
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214 Control Registers

Control registers can be accessed in privileged mode using the LDC and STC instructions. The
GBR register can also be accessed in user mode. There are five control registers, as follows:;

Status register (SR)

Saved status register (SSR)
Saved program counter (SPC)
Global base register (GBR)
Vector base register (VBR)

The control register configuration is shown in figure 2.4.

Status Register (SR)
31

| SR

Saved Status Register (SSR)

31 0
| SSR |
Saved Program Counter (SPC)
31 0
| SPC |
Global Base Register (GBR)
31 0
GBR
Vector Base Register (VBR)
31 0
| VBR

Figure2.4 Control Registers

RENESAS
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Status Register (SR)

The information of system status are set in this register.

Bit

Bit
Name

Initial Value
R/W

Description

31

O

Reserved

These bits always read as 0, and the write
value should always be 0.

30

MD

Processor operation mode bit

Indicates the processor operation mode.
0: User mode

1: Privileged mode

MD is set to 1 when an exception or interruption
is occurred.

29

RB

Register bank bit

Determines the bank of general registers RO to
R7 used in privileged mode.

1: RO_BANK1 to R7_BANK1 and R8 to R15 are
general registers, and RO_BANKO to
R7_BANKO can be accessed by LDC/STC
instructions.

0: RO_BANKO to R7_BANKO and R8 to R15 are
general registers, and RO_BANK1 to
R7_BANK1 can be accessed by LDC/STC
instructions.

RB is set to 1 when an exception or interruption
is occurred.

28

BL

Block bit
0: Exceptions and interrupts are accepted.

1: Exceptions and interrupts are suppressed.
See section 4, Exception Processing, for
details.

BL is set to 1 when an exception or interruption
is occurred.

271013

O

AllO R

Reserved

These bits always read as 0, and the write
value should always be 0.

12

CL

Cache lock bit
0: Cache look function is disabled.
1: Cache look function is enabled.
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Bit Initial Value

Bit Name R/W Description

11, 10 a All O R Reserved
These bits always read as 0, and the write
value should always be 0.

M O RW M bit

8 Q d R/W Q bit
Used by the DIVOS/U and DIV1 instructions.

7 13 1 R/W Interrupt mask bits

6 12 1 R/W 4-bit field indicating the interrupt request mask

5 11 1 RIW level.

4 10 1 R/W I3 to 10 do not change to th_e interrupt
acceptance level when an interrupt is occurred.

3,2 a AllO R Reserved
These bits always read as 0, and the write
value should always be 0.

1 S d R/W S bit
Used by the MAC instruction.

0 T d R/W T bit

Used by the MOVT, CMP/cond, TAS, TST, BT,
BF, SETT, CLRT, and DT instructions to
indicate true (1) or false (0).

Used by the ADDV/C, SUBV/C, DIVOU/S, DIV1,
NEGC, SHAR/L, SHLR/L, ROTR/L, and
ROTCRI/L instructions to indicate a carry,
borrow, overflow, or underflow.

Note: The M, Q, S and T bits can be set or cleared by special instructions in user mode. Their
values are undefined after a reset. All other bits can be read or written in privileged mode.

e Saved Status Register (SSR)

Stores current SR value at time of exception to indicate processor statusin return to instruction

stream from exception handler.
Initialized to undefined by a reset.

e Saved Program Counter (SPC)

Stores current PC value at time of exception to indicate return address at completion of

exception handling.
Initialized to undefined by areset.
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» Global Base Register (GBR)
Stores base address of GBR-indirect addressing mode. The GBR-indirect addressing modeis
used for on-chip supporting module register area data transfers and logic operations.
The GBR register can also be accessed in user mode.
Initialized to undefined by areset.

¢ Vector Base Register (VBR)
Stores base address of exception handling vector area.
Initialized to H'0000000 by areset.

2.2 Data Formats

221 Data Format in Registers

Register operands are always longwords (32 bits). When a memory operand is only a byte (8 bits)
or aword (16 bits), the sign is extended to the longword, and storesinto the register.

31 0

| Longword

222 Data Format in Memory

Memory data formats are classified into bytes, words, and longwords. Memory can be accessed in
8-hit byte, 16-bit word, or 32-bit longword form. A memory operand less than 32 bitsin length is
sign-extended before being stored in aregister.

A word operand must be accessed starting from aword boundary (even address of a 2-byte unit:
address 2n), and alongword operand starting from alongword boundary (even address of a 4-byte
unit: address 4n). An address error will result if thisruleis not observed. A byte operand can be
accessed from any address.

Big-endian or little-endian byte order can be selected for the data format. The endian mode should
be set with the MD5 external pin in a power-on reset. Big-endian mode is selected when the MD5
pinislow, and little-endian when high. The endian mode cannot be changed dynamically. Bit
positions are numbered |eft to right from most-significant to least-significant. Thus, in a 32-bit
longword, the leftmost bit, bit 31, isthe most significant bit and the rightmost bit, bit O, is the least
significant bit.
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The dataformat in memory is shown in figure 2.5.

Address A + 1 Address A + 3 Address A + 10 Address A + 8
Address A Address A + 2 Address A + 11 Address A +9
31} 23 15 740 31} 23 5} 740
Address A | Byteo | Byte1 | Byte2 | Bytes Byte3 | Byte2 | Byte1 [ Byteo |+ Address A+ 8
Address A + 4 - Word0 Word1 Word1 Word0 l«<— Address A + 4
Address A + 8 - Longword Longword l«<— Address A
Big-endian mode Little-endian mode

Figure2.5 Data Format in Memory
2.3 Instruction Features

2.3.1 Execution Environment

Data Length: Theinstruction set isimplemented with fixed-length 16-bit wide instructions
executed in a pipelined sequence with single-cycle execution for most instructions. All operations
are executed in 32-bit longword units. Memory can be accessed in 8-bit byte, 16-bit word, or 32-
bit longword units, with byte or word units sign-extended into 32-bit longwords. Literals are sign-
extended in arithmetic operations (MOV, ADD, and CMP/EQ instructions) and zero-extended in
logical operations (TST, AND, OR, and XOR instructions).

Load/Store Architecture: The load-store architecture is used, so basic operations are executed by
the registers. Operations requiring memory access are executed in registers following register
loading, except for bit-manipulation operations such as logical AND functions, which are executed
directly in memory.

Delayed Branching: Unconditional branching isimplemented as delayed branch operations.
Pipeline disruptions due to branching are minimized by the execution of the instruction following
the delayed branch instruction prior to branching. Conditional branch instructions are of two
kinds, delayed and normal.

BRA TRGET
ADD R1, RO ;ADD is executed prior to branching to TRGET
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T bit: The T bit in the status register (SR) is used to indicate the result of compare operations, and
isread as a TRUE/FALSE condition determining if a conditional branch istaken or not. To
improve processing speed, the T bit logic state is modified only by specific operations. An
example of how the T bit may be used in a sequence of operations is shown below.

ADD #1, RO ;T bit not modified by ADD operation
CW/EQ R1, RO ;T bitsetto1whenRO=0
BT TRGET ;branch taken to TRGET when T bit =1 (R0 =0)

Literals. Byte-length literals are inserted directly into the instruction code asimmediate data. To
maintain the 16-bit fixed-length instruction code, word or longword literals are stored in atable in
main memory rather than inserted directly into the instruction code. The memory table is accessed
by the MOV instruction using PC-relative addressing with displacement, as follows:

MOV. W @disp, PC), RO

Absolute Addresses: Aswith word and longword literals, absol ute addresses must also be stored
in atablein main memory. The value of the absolute address is transferred to aregister and the
operand access is specified by indexed register-indirect addressing, with the absol ute address
loaded (like word and longword immediate data) during instruction execution.

16-Bit and 32-Bit Displacements:. In the same way, 16-bit and 32-bit displacements also must be
stored in atable in main memory. Exactly like absolute addresses, the displacement valueis
transferred to aregister and the operand access is specified by indexed register-indirect addressing,
loading the displacement (like word and longword immediate data) during instruction execution.
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232 Addressing M odes
Addressing modes and effective address cal culation methods are shown in table 2.2.

Table2.2 Addressing Modes and Effective Addresses

Addressing Instruction

Mode Format Effective Address Calculation Method Calculation Formula
Register Rn Effective address is register Rn. (Operand is —

direct register Rn contents.)

Register @Rn Effective address is register Rn contents. Rn

indirect

Register @Rn+ Effective address is register Rn contents. A Rn

indirect with consta_nt is added to Rn after instruction After instruction

post- execution: 1 for a byte operand, 2 for a word execution

increment operand, 4 for a longword operand.

Byte:Rn+1 - Rn
Word: Rn+2 - Rn

Longword: Rn +4 -
Rn

Register @-Rn Effective address is register Rn contents, Byte: Rn—1 - Rn
indirect with decremented by a constant beforehand: 1 for \yor4- Rn—2 - Rn
pre- a byte operand, 2 for a word operand, 4 for a

decrement longword operand. Longword: Rn — 4 —

Rn

(Instruction executed
with Rn after
calculation)

Rn —1/2/4
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Addressing Instruction

Mode Format Effective Address Calculation Method Calculation Formula
Register @(disp:4, Effective address is register Rn contents with Byte: Rn + disp
indirect with  Rn) 4-bit displacement disp added. After disp is Word: Rn + disp x 2
displacement zero-extended, it is multiplied by 1 (byte), 2 )
(word), or 4 (longword), according to the I;ongword: Rn + disp x

operand size.

Rn
+ disp x 1/2/4

disp
(zero-extended)

Indexed @(RO, Rn) Effective address is sum of register Rnand  Rn + RO
register RO contents.

indirect
©

GBR indirect @(disp:8, Effective address is register GBR contents Byte: GBR + disp

with GBR) with 8-bit displacement disp added. After disp Word: GBR + disp x 2
displacement is zero-extended, it is multiplied by 1 (byte), 2 ]
(word), or 4 (longword), according to the Lo;gword: GBR + disp
X

operand size.

GBR
+ disp x 1/2/4

disp
(zero-extended)

Indexed GBR @(RO, Effective address is sum of register GBR and GBR + RO
indirect GBR) RO contents.

GBR + RO
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Addressing Instruction
Mode Format Effective Address Calculation Method Calculation Formula

PC-relative @(disp:8, Effective address is register PC contents with Word: PC + disp x 2
with PC) 8-bit displacement disp added. After disp is

: - - Longword:
displacement zero-extended, it is multiplied by 2 (word), or PC & H'EEFE FEEC +
4 (longword), according to the operand size. disp x 4
With a longword operand, the lower 2 bits of
PC are masked.
(for longword)
or
: PC&H'FFFFFFFC
disp +disp x 4
(zero-extended)
PC-relative disp:8 Effective address is register PC contents with PC + disp x 2
8-bit displacement disp added after being
sign-extended and multiplied by 2.
disp PC + disp x 2
(sign-extended)
disp:12 Effective address is register PC contents with PC + disp x 2

12-bit displacement disp added after being
sign-extended and multiplied by 2.

disp
(sign-extended)

PC + disp x 2
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Addressing Instruction
Mode Format Effective Address Calculation Method Calculation Formula

PC-relative Rn Effective address is sum of register PCand PC + Rn
Rn contents.

Immediate #imm:8 8-bit immediate data imm of TST, AND, OR, —
or XOR instruction is zero-extended.

#imm:8 8-bit immediate data imm of MOV, ADD, or —
CMP/EQ instruction is sign-extended.

#mm:8 8-bit immediate data imm of TRAPA —
instruction is zero-extended and multiplied by
4,

Note: For the addressing modes below that use a displacement (disp), the assembler descriptions
in this manual show the value before scaling (x1, x2, or x4) is performed according to the
operand size. This is done to clarify the operation of the LSI. Refer to the relevant
assembler notation rules for the actual assembler descriptions.

@ (disp:4, Rn) ; Register indirect with displacement
@ (disp:8, Rn) ; GBR indirect with displacement

@ (disp:8, PC) ; PC-relative with displacement
disp:8, disp:12; PC-relative
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2.3.3 Instruction For mats

Table 2.3 explains the meaning of instruction formats and source and destination operands. The
meaning of the operands depends on the operation code. The following symbols are used.

XXXX: Operation code
mmmm:  Source register
nnnn; Destination register
iiii: Immediate data
dddd: Displacement
Table2.3 Instruction Formats
Source Destination Instruction
Instruction Format Operand Operand Example
0 format 15 0 — — NOP
XXXX  XXXX XXXX  XXXX
n format 15 0o — nnnn: register MOVT
xxxx| nnnn | XXXX  XXXX direct Rn
Control register or  nnnn: register STS
system register direct MACH,Rn
Control register or  nnnn: register STC.L
system register indirect with pre- SR,@-Rn
decrement
m 15 0  mmmm: register Control register LDC
format | XXXX |mmmm| XXXX  XXXX direct or system Rm,SR
register
mmmm: register Control register LDC.L
indirect with post-  or system @RmM+,SR
increment register
mmmm: register — JMP
indirect @Rm
mmmm: PC- — BRAF
relative using Rm Rm

RENESAS
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Source Destination Instruction
Instruction Format Operand Operand Example
nm 15 mmmm: register  nnnn: register ADD
format | XXXX | nnnn |mmmm| XXXX direct direct Rm,Rn
mmmm: register  nnnn: register MOV.L
indirect indirect Rm,@Rn
mmmm: register ~ MACH,MACL MAC.W
indirect with post- @Rm+,@Rn+
increment
(multiply-and-
accumulate
operation)
nnnn: * register
indirect with post-
increment
(multiply-and-
accumulate
operation)
mmmm: register nnnn: register MOV.L
indirect with post-  direct @Rm+,Rn
increment
mmmm: register nnnn: register MOV.L
direct indirect with pre- Rm,@-Rn
decrement
mmmm: register  nnnn:indexed  MOV.L
direct register indirect Rm,@(RO,Rn)
md 15 mmmmdddd: RO (register MOV.B
format | XXXX  XXXX |mmmm| dddd register indirect direct) @(disp,Rm),R
with displacement 0
nd4 15 0 RO (register direct) nnnndddd: MOV.B
format | XXXX  XXXX | nnnn | dddd | register indirect RO,@(disp,Rn)

with
displacement
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Source Destination Instruction
Instruction Format Operand Operand Example
nmd 15 0 mmmm: register  nnnndddd: MOV.L
format | XXXX | nnnn |mmmm| dddd | direct register indirect Rm,@(disp,Rn)
with
displacement
mmmmdddd: nnnn: register MOV.L
register indirect direct @(disp,Rm),Rn
with displacement
dformat 15 0 dddddddd: GBR RO (register MOV.L
| XXXX ~ XxXXX | dddd dddd | indirect with direct) @(disp,GBR),R
displacement 0
RO (register direct) dddddddd: MOV.L
GBRindirect  RO,@(disp,GB
with R)
displacement
dddddddd: RO (register MOVA
PC-relative with direct) @(disp,PC),R0O
displacement
dddddddd: — BF label
PC-relative
diz 15 0 dddddddddddd: — BRA label
format |xxxx | dddd dddd dddd | PC-relative (label = disp +
PC)
nd8 15 0 dddddddd: nnnn: register MOV.L
format | xxox | nnnn | dddd  dddd | PC-relative with  direct @(disp,PC),Rn
displacement
i format 15 O iiiiiiii: immediate Indexed GBR  AND.B
XXXX  XXXX | i diii indirect #Himm,
@(RO,GBR)
iiiiiiii: immediate RO (register AND
direct) #imm,RO
iiiiiiii: immediate — TRAPA #imm
ni format 15 0 iiiiiiii: immediate nnnn: register ADD
xox | nnan | Qi i direct #imm,Rn
Note: * In a multiply-and-accumulate instruction, nnnn is the source register.

RENESAS
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2.4 I nstruction Set

24.1 Instruction Set Classified by Function

The SH7706 instruction set includes 68 basic instruction types, aslisted in table 2.4.

Table2.4 Classfication of Instructions

Operation No. of
Classification Types Code Function Instructions
Data transfer 5 MOV Data transfer 39

MOVA Effective address transfer

MOVT T bit transfer

SWAP Swap of upper and lower bytes

XTRCT Extraction of middle of linked registers
Arithmetic 21 ADD Binary addition 33
operations ADDC Binary addition with carry

ADDV Binary addition with overflow check

CMP/cond Comparison

DIV1 Division

DIVOS Initialization of signed division

DIVOU Initialization of unsigned division

DMULS Signed double-precision multiplication

DMULU Unsigned double-precision multiplication

DT Decrement and test

EXTS Sign extension

EXTU Zero extension

MAC Multiply-and-accumulate operation, double-

precision multiply-and-accumulate
operation
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Operation No. of
Classification Types Code Function Instructions
Arithmetic 21 MUL Double-precision multiplication (32 x 32 bits) 33
operations MULS Signed multiplication (16 x 16 bits)

MULU Unsigned multiplication (16 x 16 bits)

NEG Negation

NEGC Negation with borrow

SUB Binary subtraction

SUBC Binary subtraction with borrow

SUBV Binary subtraction with underflow check
Logic 6 AND Logical AND 14
operations NOT Bit inversion

OR Logical OR

TAS Memory test and bit set

TST Logical AND and T bit set

XOR Exclusive OR
Shift 12 ROTL One-bit left rotation 16

ROTR One-bit right rotation

ROTCL One-bit left rotation with T bit

ROTCR One-bit right rotation with T bit

SHAL One-bit arithmetic left shift

SHAR One-bit arithmetic right shift

SHLL One-bit logical left shift

SHLLn n-bit logical left shift

SHLR One-bit logical right shift

SHLRn n-bit logical right shift

SHAD Dynamic arithmetic shift

SHLD Dynamic logical shift

RENESAS
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Operation No. of

Classification Types Code Function Instructions
Branch 9 BF Conditional branch, delayed conditional 11
branch (T = 0)
BT Conditional branch, delayed conditional
branch (T =1)

BRA Unconditional branch

BRAF Unconditional branch

BSR Branch to subroutine procedure

BSRF Branch to subroutine procedure

JMP Unconditional branch

JSR Branch to subroutine procedure

RTS Return from subroutine procedure
System 15 CLRMAC  MAC register clear 75
control CLRT Clear T bit

CLRS Clear S bit

LDC Load to control register

LDS Load to system register

LDTLB Load PTE to TLB

NOP No operation

PREF Prefetch data to cache

RTE Return from exception handling

SETS Set S bit

SETT Set T bit

SLEEP Shift to power-down mode

STC Store from control register

STS Store from system register

TRAPA Trap exception handling

Total: 68 188
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The instruction codes are listed from tables 2.5 to 2.10. Those tables are described according to the

following items.

Iltem Format

Explanation

Instruction OP.Sz SRC,DEST
mnemonic

OP: Operation code
Sz: Size

SRC: Source

DEST: Destination

Rm: Source register
Rn: Destination register
imm: Immediate data
disp: Displacement

Instruction MSB ~ LSB
code

mmmm: Source register
nnnn: Destination register
0000: RO
0001: R1

1111: R15
iiii: Immediate data
dddd: Displacement*

Operation o,
summary (xx)

Direction of transfer
Memory operand

Flag bits in SR

Logical AND of each bit
Logical OR of each bit
Exclusive OR of each bit
Logical NOT of each bit
n-bit shift

Privileged
mode

Indicates whether privileged mode applies

Execution
cycles

Value when no wait states are inserted

The execution cycles listed in the table are minimums. The

actual number of cycles may be increased in cases such as

the followings:

1. When contention occurs between instruction fetches and
data access

2. When the destination register of the load instruction
(memory - register) and the register used by the next
instruction are the same

T bit

Value of T bit after instruction is executed
—: No change

Note: * Scaling (x1, x2, x4) is performed according to the instruction operand size.
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Table 2.5 lists the data transfer instructions

Table25 Data Transfer Instructions
Privileged

Instruction Operation Code Mode Cycles T Bit

MoV #i nm Rn imm - Sign extension 1110nnnniiiiiiii — 1 —
- Rn

MV. W @disp, PC), R (disp x2 + PC) - Sign 1001nnnndddddddd — 1 —
extension - Rn

MV.L @disp,PO,Rn (dispx4+PC) - Rn 1101nnnndddddddd — 1 —

MoV Rm Rn Rm - Rn 0110nnnnmMmm©O011 — 1 —

MOV.B Rm @n Rm - (Rn) 0010nnnnmmmO000  — 1 —

MOV. W  Rm @n Rm - (Rn) 0010nnnnmmm0001  — 1 —

MOV.L Rm @un Rm - (Rn) 0010nnnnmMmmMm®O010 — 1 —

MOV.B  @m Rn (Rm) - Sign extension 0110nnnnmmmD000  — 1 —
- Rn

MOV. W @m Rn (Rm) — Sign extension 0110nnnnmMmmm©O001  — 1 —
- Rn

MOV.L @m Rn (Rm) - Rn 0110nnnnmmm0010 — 1 —

MOV.B Rm @Rn Rn-1 - Rn, Rm - (Rn) 0010nnnnmmm0100 — 1 —

MOV. W Rm @Rn Rn-2 -~ Rn, Rm - (Rn)  0010nnnnnmmm0101 — 1 —

MOV.L Rm @Rn Rn-4 - Rn, Rm - (Rn) 0010nnnnmmm0110 — 1 —

MOV. B @m+, Rn (Rm) - Sign extension 0110nnnnmmm0100 — 1 —
- Rn,Rm+1 -~ Rm

MOV. W @mt, Rn (Rm) - Sign extension 0110nnnnmm®0101 — 1 —
- Rn,Rm+2 - Rm

MOV.L @m+, Rn (Rm) - Rn,Rm+4 - Rm 0110nnnnmmm0110 — 1 —

MOV.B RO, @disp, Rn) RO - (disp + Rn) 10000000nnnndddd  — 1 —

MOV. W RO, @disp,Rn) RO - (disp X2+ Rn) 10000001nnnndddd — 1 —

MV.L Rm @disp, Rn) Rm - (disp x4 + Rn) 0001nnnnmmmdddd — 1 —

MV.B @disp, R, R0 (disp+Rm) - Sign 10000100mmmdddd  — 1 —
extension - RO

MV. W @disp, R, R0 (dispx2+Rm) - Sign 10000101mmmdddd — 1 —
extension - RO

MOV.L @disp,Rm,Rn (dispx4+Rm) - Rn 0101nnnnmmmdddd — 1 —

MOV. B Rm @ RO, Rn) Rm - (RO + Rn) 0000NnnNNMmMO100 — 1 —
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Privileged

Instruction Operation Code Mode Cycles T Bit

MOV. W Rm @ RO, Rn) Rm - (RO + Rn) 0000nnnnmmMMO101  — 1 —

MOV.L Rm @RO, Rn) Rm - (RO + Rn) 0000nnnnmMmMO110 — 1 —

MV.B @RO, Rm, Rn (RO + Rm) - Sign 0000nnnnmMMML100 — 1 —
extension - Rn

MV. W @RO, R, Rn (RO + Rm) - Sign 0000nNnnnMMM1101 — 1 —
extension - Rn

MOV.L @RO,Rm, Rn (RO +Rm) - Rn 0000nnnnmMMM1110 — 1 —

MOV. B RO, @di sp, GBBR) RO - (disp + GBR) 11000000dddddddd — 1 —

MOV. W RO, @di sp, BR) RO - (disp x2 + GBR) 11000001dddddddd  — 1 —

MV.L RO, @disp, GBR) RO - (disp x4 + GBR) 11000010dddddddd  — 1 —

MV. B  @di sp, GBBR), RO (disp + GBR) - Sign 11000100dddddddd ~ — 1 —
extension - RO

MOV. W  @disp, GBBR), RO (disp x2 + GBR) — 11000101dddddddd — 1 —
Sign extension - RO

MV.L @disp, GBBR), RO (disp x4+ GBR) - RO 11000110dddddddd  — 1 —

MOVA @disp,PC), R0 dispx4+PC - RO 11000111dddddddd — 1 —

MOVT Rn T - Rn 0000nnnn00101001 — 1 —

SWAP. B Rm Rn Rm - Swap the bottom 0110nnnnmmml000 — 1 —
two bytes -~ REG

SWAP. W Rm Rn Rm - Swap two 0110nnnnmmml001  — 1 —
consecutive words - Rn

XTRCT Rm Rn Rm: Middle 32 bits of 0010nnnnmmMmi101 — 1 —

Rn - Rn
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Table 2.6 lists the arithmetic instructions.

Table2.6  Arithmetic Instructions
Privileged
Instruction Operation Code Mode Cycles T Bit
ADD Rm Rn Rn+Rm - Rn 001lnnnnmmm1100 — 1 —
ADD #i mm Rn Rn +imm - Rn Ol1ldnnnniiiiiiii — 1 —
ADDC Rm Rn Rn+Rm+T - Rn, 001llnnnnmmmill0 — 1 Carry
Carry - T
ADDV Rm Rn Rn +Rm - Rn, 0011nnnnmmmillll — 1 Overflow
Overflow - T
CWP/ EQ #inm RO IfRO=imm,1 - T 10001000i iiiiiii — 1 Comparison
result
CW/ EQ RmRn IfRN=Rm,1 - T 0011nnnnmMmm®OO00 — 1 Comparison
result
CW/HS RmRn If Rn = Rm with 0011nnnnmmm0010 — 1 Comparison
unsigned data, 1 - T result
CW/ GE RmRn If Rn = Rm with signed 001lnnnnmm©O011l — 1 Comparison
data,1 - T result
CW/H RmRn If Rn > Rm with 0011nnnnmmm0110 — 1 Comparison
unsigned data, 1 - T result
CW/ GI' Rm Rn If Rn > Rm with signed 001lnnnnmmoO111l — 1 Comparison
data,1 - T result
CW/ PZ Rn IfRn=0,1-T 0100nnnn00010001 — 1 Comparison
result
CW/PL Rn IfRn>0,1-T 0100nnnn00010101 — 1 Comparison
result
CWP/ STR Rm Rn If Rn and Rm have an 0010nnnnmMmM1100 — 1 Comparison
equivalent byte, 1 - T result
Dl V1 Rm Rn Single-step division 0011nnnnmmm0100 — 1 Calculation
(Rn/Rm) result
DI VOS Rm Rn MSB of Rn - Q, MSB 0010nnnnmMmmMmO111 — 1 Calculation
of Rm - M,M"*"Q - T result
DI VOU 0 - M/IQIT 0000000000011001 — 1 0
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Instruction

Operation

Code

Privileged
Mode

Cycles T Bit

DMULS. L Rm Rn

Signed operation of
Rn x Rm - MACH,
MACL 32 x 32 - 64 bits

0011nnnnmmmil101

2to (5)* —

DMULU. LRm Rn

Unsigned operation of
Rn x Rm - MACH,
MACL 32 x 32 - 64 bits

0011nnnnmmm0101

2to (5)* —

DT

Rn-1 - Rn,ifRn=
0,1-T,else0 - T

0100nnnn00010000

1 Comparison
result

EXTS. B Rm Rn

A byte in Rm is sign-
extended - Rn

0110nnnnmmmil110

1 —

EXTS. W Rm Rn

A word in Rm is sign-
extended - Rn

0110nnnnmmmillll

EXTU. B Rm Rn

A byte in Rm is zero-
extended - Rn

0110nnnnmmm1100

EXTU. W Rm Rn

A word in Rm is zero-
extended —» Rn

0110nnnnmmmill101

MAC.L @m+, @+

Signed operation of (Rn)
x (Rm) + MAC - MAC,
Rn+4 - Rn,

Rm+4 - Rm

32 x 32+ 64 - 64 bits

0000nnnnmMMMIL111

2to (5)*

MAC. W  @mt, @+

Signed operation of (Rn)
x (Rm) + MAC - MAC,
Rn+2 - Rn,

Rm+2 - Rm

16 x 16 + 64 — 64 bits

0100nnnnmmmm1111

2to (5)*

MILL.L RmRn

Rn xRm - MACL
32 x 32 - 32 bits

0000nnNnnmMmMMO111

2to (5)*

MJLS. W Rm Rn

Signed operation of Rn
xRm - MACL
16 x 16 — 32 bits

0010nnnnmmmm1111

1to (3)*

MJLU. W Rm Rn

Unsigned operation of
Rn xRm - MACL
16 x 16 — 32 bits

0010nnnnmmmil110

1to (3)*

NEG Rm Rn

0-Rm - Rn

0110nnnnmmmil0l1l

1 —

NEGC Rm Rn

0-Rm-T - Rn,
Borrow —» T

0110nnnnmmmil010

1 Borrow

RENESAS
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Privileged

Instruction Operation Code Mode Cycles T Bit

SuB Rm Rn Rn-Rm - Rn 0011nnnnmmml000 — 1 —

SUBC RmRn Rn-Rm-T - Rn, 001lnnnnmmmi010 — 1 Borrow
Borrow - T

SUBV  Rm Rn Rn-Rm - Rn, 001lnnnnmmmmlOll — 1 Underflow

Underflow - T

Note: * The normal number of execution cycles is shown. The value in parentheses is the number

Table 2.7 lists the logic operation instructions.

of cycles required in case of contention with the preceding or following instruction.

Table2.7 Logic Operation Instructions
Privileged
Instruction Operation Code Mode Cycles T Bit
AND Rm Rn Rn & Rm - Rn 0010nnnnmmm1001 — 1 —
AND #i mm RO RO & imm - RO 1100100%iiiiiiii — 1 —
AND. B #inm @R0, GBBR) (RO + GBR) & imm - 1100110%iiiiiiii — 3 —
(RO + GBR)
NOT Rm Rn ~Rm - Rn 0110nnnnmmm0111 — 1 —
oR Rm Rn Rn|Rm - Rn 0010nnnnmmmmi011 — 1 —
R #i mm RO RO | imm - RO 1100101%iiiiiiii — 1 —
OR B #imm @RO, GBBR) (RO + GBR) |imm - 1100112%iiiiiiii — 3 —
(RO + GBR)
TAS. B @rn* If(Rn)is0,1 - T, 0100nnnn00011011 — 4 Test
1 - MSB of (Rn)* result
TST Rm Rn Rn & Rm; if the result 0010nnnnmmril000 — 1 Test
is0,1-T result
TST #i mm RO RO & imm; if the result 11001000iiiiiiii — 1 Test
is0,1-T result
TST.B #i mm @ RO, GBR) (RO + GBR) & imm; 11001100iiiiiiii — 3 Test
iftheresultis0,1 - T result
XOR Rm Rn Rn~Rm - Rn 0010nnnnmMmMM010 — 1 —
XOR #i mm RO RO ~imm - RO 11001010iiiiiiii — 1 —
XOR B #i mm @RO, GBR) (RO + GBR) ~imm 11001110i iiiiiii — 3 —
(RO + GBR)
Note: * The on-chip DMAC's bus cycle is not inserted between the read and write cycles of the

TAS instruction. The bus authority is not released by the BREQ.
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Table 2.8 lists the shift instructions.

Table2.8 Shift Instructions

Privileged

Instruction Operation Code Mode Cycles T Bit
ROTL Rn T « Rn -« MSB 0100nnnn00000100  — 1 MSB
ROTR Rn LSB - Rn - T 0100nnnn00000101 — 1 LSB
ROTCL Rn T<Rn-T 0100nnnn00100100 — 1 MSB
ROTCR Rn T-Rn-T 0100nnnn00100101 — 1 LSB
SHAD Rm Rn Rn=>0: Rn<<Rm - Rn 0100nnnnmMmMM1.100 — 1 —

Rn <0:Rn>>Rm -

[MSB - Rn]
SHAL Rn T-<Rn-0 0100nnnn00100000 — 1 MSB
SHAR Rn MSB - Rn - T 0100nnnNn00100001 — 1 LSB
SHLD Rm Rn Rn=0:Rn<<Rm - Rn 0100nnnnmmm101 — 1 —

Rn<0:Rn>>Rm -

[0 - Rn]
SHLL Rn T-<Rn-0 0100nnnn00000000  — 1 MSB
SHLR Rn 0-Rn-T 0100nnnn00000001  — 1 LSB
SHLL2 Rn Rn<<2 - Rn 0100nnnNn00001000 — 1 —
SHLR2 Rn Rn>>2 - Rn 0100nnnNn00001001 — 1 —
SHLL8 Rn Rn<<8 - Rn 0100nnnNn00011000 — 1 —
SHLR8 Rn Rn>>8 - Rn 0100nnnn00011001 — 1 —
SHLL16 Rn Rn<<16 - Rn 0100nnnNn00101000 — 1 —
SHLR16 Rn Rn>>16 - Rn 0100nnnn00101001 — 1 —
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Table 2.9 lists the branch instructions.

Table2.9 Branch Instructions
Privileged

Instruction Operation Code Mode Cycles T Bit

BF | abel If T=0,dispx2+PC - PC; 10001011dddddddd — 3/1* —
if T =1, nop (where label is
disp + PC)

BF/'S | abel Delayed branch, if T =0, 10001111dddddddd — 2/1* —
dispx2 + PC - PC;
if T=1, nop

BT | abel Delayed branch, if T=1, 10001001dddddddd — 3/1* —
dispx2 + PC - PC;
if T=0, nop

BT/S | abel IfT=1,dispx2+PC - PC; 10001101dddddddd — 2/1* —
if T=0, nop

BRA | abel Delayed branch, 1010dddddddddddd — 2 —
dispx2+PC - PC

BRAF Rm Delayed branch, 0000mMmmMMD0100011 — 2 —
Rm +PC - PC

BSR | abel Delayed branch, PC - PR, 1011dddddddddddd — 2 —
dispx2+PC - PC

BSRF Rm Delayed branch, PC - PR, 0000NMMMD0000011 — 2 —
Rm +PC - PC

JwP @Rm Delayed branch, Rm - PC 0100mMmmMmMD0101011 — 2 —

JSR @Rm Delayed branch, PC - PR, 0100nMmmMmMD0001011 — 2 —
Rm - PC

RTS Delayed branch, PR - PC 0000000000001011 — 2 —

Note:* One state when there is no branch.
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Table 2.10 lists the system control instructions.

Table2.10 System Control Instructions

Privileged
Instruction Operation Code Mode Cycles TBit
CLRVAC 0 - MACH, MACL 0000000000101000 — 1 —
CLRS 0-S 0000000001001000 — 1 —
CLRT 0-T 0000000000001000 — 1 0
LDC  Rm SR Rm - SR 0100mMmmD0001110 v 5 LsSB
LDC Rm GBR Rm - GBR 0100mmMm©D0011110 — 3 —
LDC Rm VBR Rm - VBR 0100mmMD0101110 v 3 —
LDC Rm SSR Rm - SSR 0100mmMmD0111110 V 3 —
LDC Rm SPC Rm - SPC 0100mmMmMD1001110 V 3 —
LDC Rm RO_BANK Rm - RO_BANK 0100mmMm10001110 v 3 —
LDC Rm R1_BANK Rm - R1_BANK 0100mmm 0011110 V 3 —
LDC Rm R2_BANK Rm - R2_BANK 0100mmMM10101110 V 3 —
LDC Rm R3_BANK Rm - R3_BANK 0100mmm 0111110 V 3 —
LDC Rm R4_BANK Rm - R4_BANK 0100mmMmM11001110 v 3 —
LDC Rm R5_BANK Rm - R5_BANK 0100mmMM11011110 v 3 —
LDC Rm R6_BANK Rm - R6_BANK 0100mmMM 1101110 V 3 —
LDC Rm R7_BANK Rm - R7_BANK 0100mmMmM11111110 V 3 —
LDC. L @rmt, SR (Rm) -~ SR,Rm+4 - Rm 0100mmmD0000111 v 7 LSB
LDC. L @mt, GBR (Rm) - GBR,Rm +4 - Rm 0100mmm0D0010111  — 5 —
LDC. L @rmt, VBR (Rm) - VBR,Rm +4 . Rm 0100mmmD0100111 v 5 —
LDC. L @rmt, SSR (Rm) - SSR,Rm +4 . Rm 0100mmmD0110111 v 5 —
LDC. L @mt, SPC (Rm) -~ SPC,Rm+4 - Rm 0100mmMmD1000111 v 5 —
LDC. L @ mt, (Rm) - RO_BANK, 0100mMmmMM0000111 v 5 —
RO_BANK Rm+4 - Rm
LDC. L @mt, (Rm) - R1_BANK, 0100mmMmM10010111 v 5 —
R1_BANK Rm+4 -~ Rm
LDC. L @ mt, (Rm) -~ R2_BANK, 0100mMmmMM0100111 v 5 —
R2_BANK Rm+4 - Rm
LDC. L @mt, (Rm) - R3_BANK, 0100mmMM 0110111 v 5 —
R3_BANK Rm+4 -~ Rm
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Privileged

Instruction Operation Code Mode Cycles TBit
LDC. L @R+, (Rm) = R4_BANK, 0100mmm11000111 Vv 5 —
R4_BANK Rm+4 - Rm
LDC. L @R+, (Rm) — R5_BANK, 0100mmMmi 1010111V 5 —
R5_BANK Rm+4 - Rm
LDC. L @R+, (Rm) - R6_BANK, 0100mmMm 1100111 v 5 —
R6_BANK Rm+4 - Rm
LDC. L @R+, (Rm) = R7_BANK, 0100mmm11110111 5 —
R7_BANK Rm+4 - Rm
LDS Rm MACH Rm - MACH 0100mmMmMD0001010 — 1 —
LDS Rm MACL Rm - MACL 0100mMmmMm00011010 — 1 —
LDS Rm PR Rm - PR 0100mmMm00101010 — 1 —
LDS.L @m+, MACH  (Rm) - MACH,Rm+4 -~ Rm 0100mmm00000110 — 1 —
LDS. L @wm+, MACL (Rm) -~ MACL,Rm+4 -~ Rm 0100mmm00010110 — 1 —
LDS. L @m+, PR (Rm) - PR,Rm+4 - Rm 0100mmMm00100110 — 1 —
LDTLB PTEH/PTEL - TLB 0000000000111000 V 1 —
NOP No operation 0000000000001001 — 1 —
PREF @Rm (Rm) - cache 0000mmMmM10000011 — 2 —
RTE Delayed branch, 0000000000101011 4 —
SSR/SPC - SR/PC
SETS 1.8 0000000001011000 — 1 —
SETT 1.7 0000000000011000 — 1 1
SLEEP Sleep 0000000000011011 ¥ 4* —
STC SR Rn SR - Rn 0000nNNN00000010 vV 1 —
STC GBR Rn GBR - Rn 0000nnNnn00010010 — 1 —
STC  VBR Rn VBR - Rn 0000nnNN00100010 ¥ 1 —
STC  SSR Rn SSR - Rn 0000nnnN00110010 v 1 —
STC  SPC Rn SPC - Rn 0000nnnN01000010 v 1 —
STC  RO_BANK, R RO _BANK- Rn 0000nNNN10000010  V 1 —
STC R1_BANK, R R1_BANK- Rn 0000nnNNN10010010 v 1 —
STC R2_BANK, R R2_BANK- Rn 0000nNNN10100010 V 1 —
STC R3_BANK, R R3_BANK- Rn 0000nNNN10110010 V 1 —
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Privileged

Instruction Operation Code Mode Cycles TBit

STC R4_BANK, R R4_BANK- Rn 0000nNNN11000010 vV 1 —

STC R5_BANK, Rn R5_BANK - Rn 0000nnnNn11010010 V 1 —

STC  R6_BANK, Rn R6_BANK- Rn 0000nnNNN11100010 Vv 1 —

STC R7_BANK, R R7_BANK- Rn 0000nnnn11110010 V 1 —

STC.L SR, @Rn Rn-4 - Rn, SR - (Rn) 0100nnnNn00000011 vV 2 —

STC.L GBR, @Rn Rn-4 - Rn, GBR - (Rn) 0100nnnn00010011 — 2 —

STC.L VBR @Rn Rn-4 - Rn, VBR - (Rn) 0100nnnn00100011 2 —

STC. L SSR, @Rn Rn-4 - Rn, SSR - (Rn) 0100nnnn00110011 vV 2 —

STC. L SPC, @Rn Rn-4 - Rn, SPC - (Rn) 0100nnnn01000011  V 2 —

STC. L RO_BANK, Rn—4 - Rn, RO_BANK - (Rn) 0100nnnn10000011 V 2 —
@Rn

STC. L R1_BANK, Rn-4 - Rn, R1_BANK - (Rn) 0100nnnn10010011 V 2 —
@Rn

STC. L R2_BANK, Rn—4 - Rn, R2_BANK - (Rn) 0100nnnn10100011 V 2 —
@Rn

STC. L R3_BANK, Rn-4 - Rn, R3_BANK - (Rn) 0100nnnn10110011 v 2 —
@Rn

STC. L R4_BANK, Rn—4 - Rn, R4_BANK - (Rn) 0100nnnn11000011 v 2 —
@Rn

STC. L R5_BANK, Rn—4 - Rn, R5_BANK - (Rn) 0100nnnn11010011 v 2 —
@Rn

STC. L R6_BANK, Rn—4 - Rn, R6_BANK - (Rn) 0100nnnn11100011 2 —
@Rn

STC. L R7_BANK, Rn—4 - Rn, R7_BANK - (Rn) 0100nnnn11110011 v 2 —
@Rn

STS MACH, Rn MACH - Rn 0000nnNnn00001010 — 1 —

STS MACL, Rn MACL - Rn 0000nnnn00011010 — 1 —

STS PR, Rn PR - Rn 0000nnnn00101010 — 1 —

STS. L MACH, @Rn Rn-4 - Rn, MACH - (Rn) 0100nnnn00000010 — 1 —

STS. L MACL, @Rn Rn-4 - Rn, MACL - (Rn) 0100nnnn00010010 — 1 —

STS.L PR @Rn Rn-4 - Rn, PR - (Rn) 0100nnnn00100010 — 1 —

TRAPA #i nm PC - SPC, SR - SSR, 1100001%iiiiiiii — 8 —

imm - TRA
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Notes: * The number of cycles until the sleep state is entered.

1. The table shows the minimum number of execution cycles. The actual number of
instruction execution cycles will increase in cases such as the followings:
a. When there is contention between an instruction fetch and data access
b. When the destination register in a load (memory-to-register) instruction is also
used by the next instruction

2. With the addressing modes using displacement (disp) listed below, the assembler
descriptions in this manual show the value before scaling (x1, x2, or x4) is performed.
This is done to clarify the operation of the chip. For the actual assembler descriptions,
refer to the individual assembler notation rules.

@ (disp:4, Rn) ; Register-indirect with displacement
@ (disp:8, Rn) ; GBR-indirect with displacement

@ (disp:8, PC) ; PC-relative with displacement
disp:8, disp:12 ; PC-relative
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24.2 Instruction Code Map
Table 2.11 shows the instruction code map.

Table2.11 Instruction Code Map

Instruction Code Fx: 0000 Fx: 0001 Fx: 0010 Fx: 0011 to 1111
MSB LSB MD: 00 MD: 01 MD: 10 MD: 11
0000| Rn | Fx | 0000
0000| Rn | Fx | 0001
0000| Rn |0OMD | 0010 [STC SR,Rn STC GBR,Rn STC VBR,Rn STC SSR,Rn
0000| Rn |01MD| 0010 |STC SPC,Rn
0000| Rn |10MD| 0010 |STC RO_BANK,Rn  |STC R1_BANKRn  |STC R2_BANKRn  |STC R3_BANK,Rn
0000| Rn |11MD| 0010 |STC R4_BANKRn  |STC R5_BANKRn  |STC R6_BANK.Rn  |STC R7_BANK,Rn
0000| Rm |0OMD| 0011 [BSRF  Rm BRAF  Rm

0000| Rm |10MD | 0011 |PREF @Rm

0000| Rn | Rm |0IMD|MOV.B Rm@(RO,RN) [MOVW Rm@(RORn) |MOV.L Rm@(RORn) |[MULL  RmRn

0000| 0000 [OOMD | 1000 |CLRT SETT CLRMAC LDTLB
0000 | 0000 [01MD| 1000 [CLRS SETS
0000 0000 | Fx | 1001 |NOP DIVOU

0000| 0000 | Fx | 1010

0000 0000 | Fx | 1011 [RTS SLEEP RTE

0000| Rn Fx | 1000

0000 Rn Fx | 1001 MOVT Rn

0000| Rn Fx | 1010 |STS MACH,Rn STS MACL,Rn STS PR,Rn

0000| Rn Fx | 1011

0000 Rn Rm |11MD [MOV.B @(RO,Rm),Rn MOV.W  @(RO,Rm),Rn MOV.L @(RO,Rm),Rn MAC.L @Rm+,@Rn+

0001| Rn Rm disp [MOV.L Rm,@(disp:4,Rn)

0010 Rn Rm | 00MD (MOV.B Rm,@Rn MOV.W  Rm,@Rn MOV.L Rm,@Rn

0010 Rn Rm |01MD [MOV.B Rm,@-Rn MOV.W  Rm,@-Rn MOV.L Rm,@-Rn DIVOS Rm,Rn
0010 Rn Rm | 10MD (TST Rm,Rn AND Rm,Rn XOR Rm,Rn OR Rm,Rn
0010 Rn Rm [11MD|CMP/STR Rm,Rn XTRCT Rm,Rn MULUW  Rm,Rn MULSW  Rm,Rn
0011 Rn Rm |00MD [CMP/EQ Rm,Rn CMP/HS Rm,Rn CMP/GE Rm,Rn
0011 Rn Rm |01MD [DIV1 Rm,Rn DMULU.L Rm,Rn CMP/HI  Rm,Rn CMP/GT  Rm,Rn
0011 Rn Rm | 10MD [SUB Rm,Rn SUBC Rm,Rn SUBV Rm,Rn
0011 Rn Rm |11MD [ADD Rm,Rn DMULS.L Rm,Rn ADDC Rm,Rn ADDV Rm,Rn
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Instruction Code

Fx: 0000 Fx: 0001 Fx: 0010 Fx: 0011 to 1111

MSB LSB MD: 00 MD: 01 MD: 10 MD: 11

0100| Rn Fx | 0000 [SHLL Rn DT Rn SHAL Rn

0100| Rn Fx | 0001 [SHLR Rn CMP/PZ Rn SHAR Rn

0100| Rn Fx | 0010 [STS.L MACH,@-Rn STS.L MACL,@-Rn STS.L PR,@-Rn

0100| Rn |0OOMD | 0011 |STC.L SR,@-Rn STC.L GBR,@-Rn STC.L VBR,@-Rn STC.L SSR,@-Rn

0100( Rn [01MD| 0011 [STC.L SPC,@-Rn

0100| Rn |10MD | 0011 |STC.L RO_BANK,@-Rn |STC.L R1_BANK,@-Rn [STC.L R2_BANK,@-Rn [STC.L R3_BANK,@-
Rn

0100| Rn |11IMD| 0011 |STC.L R4_BANK,@-Rn [STC.L R5_BANK,@-Rn |STC.L R6_BANK,@-Rn |STC.L R7_BANK,@-
Rn

0100| Rn Fx | 0100 [ROTL Rn ROTCL Rn

0100 Rn Fx | 0101 [ROTR Rn CMP/PL  Rn ROTCR Rn

0100 Rm Fx | 0110 [LDS.L @Rm+,MACH LDS.L @Rm+,MACL LDS.L @Rm+,PR

0100| Rm |0OMD | 0111 |LDC.L @Rm+,SR LDC.L @Rm+,GBR LDC.L @Rm+,VBR LDC.L @Rm+,SSR

0100( Rm [01MD| 0111 |LDC.L @Rm+,SPC

0100| Rm |10MD | 0111 |LDC.L @Rm+,RO_BANK |LDC.L @Rm+R1_BANK [LDC.L @Rm+,R2_BANK [LDC.L

@Rm+,R3_B

ANK

0100( Rm [11MD| 0111 |LDC.L @Rm+,R4_BANK|LDC.L @Rm+,R5_BANK |LDC.L @Rm+,R6_BANK [LDC.L

@Rm+,R7_B

ANK

0100 Rn Fx | 1000 [SHLL2 Rn SHLL8 Rn SHLL16 Rn

0100| Rn Fx 1001 |SHLR2 Rn SHLR8 Rn SHLR16 Rn

0100 Rm Fx | 1010 [LDS Rm,MACH LDS Rm,MACL LDS Rm,PR

0100 Rm/ | Fx | 1011 [JSR @Rm TAS.B @Rn JIMP @Rm

Rn

0100| Rn Rm | 1100 |SHAD Rm,Rn

0100| Rn Rm | 1101 |SHLD Rm,Rn

0100 Rm [0OMD| 1110 (LDC Rm,SR LDC Rm,GBR LDC Rm,VBR LDC Rm,SSR

0100 Rm |01MD | 1110 |LDC Rm,SPC

0100 Rm [10MD| 1110 (LDC Rm,RO_BANK LDC Rm,R1_BANK LDC Rm,R2_BANK LDC Rm,R3_BANK

0100 Rm |11MD| 1110 |LDC Rm,R4_BANK LDC Rm,R5_BANK LDC Rm,R6_BANK LDC Rm,R7_BANK

0100 Rn Rm | 1111 [MAC.W @Rm+,@Rn+

0101| Rn Rm | disp [MOV.L @(disp:4,Rm),Rn

0110| Rn Rm [(0OMD |MOV.B @Rm,Rn MOV.W @Rm,Rn MOV.L @Rm,Rn MOV Rm,Rn

0110 Rn Rm |01MD [MOV.B @Rm+,Rn MOV.W  @Rm+,Rn MOV.L @Rm+,Rn NOT Rm,Rn

0110| Rn Rm |[10MD |SWAP.B  Rm,Rn SWAP.W Rm,Rn NEGC Rm,Rn NEG Rm,Rn

0110 Rn Rm |11MD [EXTU.B  Rm,Rn EXTUW Rm,Rn EXTS.B  Rm,Rn EXTSW Rm,Rn

0111| Rn imm ADD #imm:8,Rn
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Instruction Code

Fx: 0000 Fx: 0001 Fx: 0010 Fx: 0011 to 1111
MSB LSB MD: 00 MD: 01 MD: 10 MD: 11
1000(00MD| Rn disp [MOV.B MOV.W
RO,@(disp:4,Rn) RO,@(disp:4,Rn)
1000(01MD| Rm | disp (MOV.B MOV.W
@(disp:4,Rm),RO @(disp:4,Rm),RO
1000|10MD| imm/disp [CMP/EQ #imm:8,RO BT label:8 BF label:8
1000|11MD| imm/disp BT/S label:8 BF/S label:8
1001| Rn disp MOV.W  @(DISP:8,PC),RN
1010 disp BRA label:12
1011 disp BSR label:12
1100|00MD| imm/disp |[MOV.B MOV.W MOV.L TRAPA #imm:8
RO,@(disp:8,GBR) RO,@(disp:8,GBR) RO,@(disp:8,GBR)
1100 01MD disp MOV.B MOV.W MOV.L MOVA
@(disp:8,GBR),R0 @(disp:8,GBR),R0 @(disp:8,GBR),R0 @(disp:8,PC),R0O
1100 (10MD imm TST #imm:8,R0 AND #imm:8,RO XOR #imm:8,RO OR #imm:8,R0
1100|11MD imm TST.B AND.B XOR.B OR.B
#imm:8,@(R0,GBR) #imm:8,@(R0O,GBR) #imm:8,@(R0O,GBR) #imm:8,@(R0,GBR)
Rn disp MOV.L @(disp:8,PC),Rn
1101
1110| Rn imm MOV #imm:8,Rn
1111 kK
Note: See the SH-3/SH-3E/SH3-DSP Programming Manual for details.
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25 Processor States and Processor M odes

25.1 Processor States

The SH7706 has five processor states: the reset state, exception-handling state, bus-released state,
program execution state, and power-down state.

Reset State: In this state the CPU isreset. The CPU enters the power-on reset state if the RESETP
pinislow, or the manual reset state if the RESETM pinislow. See section 4, Exception
Processing, for more information on resets.

In the power-on reset state, the internal states of the CPU and the on-chip supporting module
registers are initialized. In the manual reset state, the internal states of the CPU and registers of on-
chip supporting modules other than the bus state controller (BSC) areinitialized. Refer to the
register descriptionsin the relevant sections for further details.

Exception-Handling State: Thisisatransient state during which the CPU's processor state flow
is atered by areset, genera exception, or interrupt exception handling.

In the case of areset, the CPU branches to address H'A0000000 and starts executing the user-
coded exception handling program.

In the case of a general exception or interrupt, the program counter (PC) contents are saved in the
saved program counter (SPC) and the status register (SR) contents are saved in the saved status
register (SSR). The CPU branches to the start address of the user-coded exception service routine
found from the sum of the contents of the vector base address and the vector offset. See section 4,
Exception Processing, for more information on resets, general exceptions, and interrupts.

Program Execution State: In this state the CPU executes program instructions in sequence.

Power-Down State: In the power-down state, CPU operation halts and power consumption is
reduced. There are three modes in the power-down state: sleep mode, software standby mode and
hardware standby mode. The software standby mode and hardware standby mode are expressed by
agenerlc name, standby mode. See section 22, Power-Down Modes, for more information.

Bus-Released State: In this state the CPU has released the bus to a device that requested it.

Transitions between the states are shown in figure 2.6.
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Figure2.6 Processor State Transitions
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252 Processor M odes

There are two processor modes: privileged mode and user mode. The processor modeis
determined by the processor mode bit (MD) in the status register (SR). User mode is selected
when the MD hit is 0, and privileged mode when the MD bit is 1. When the reset state or
exception state is entered, the MD bit is set to 1. When exception handling ends, the MD bit is
cleared to 0 and user mode is entered. There are certain registers and bits which can only be
accessed in privileged mode.
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Section 3 Memory Management Unit (MMU)

This LSl has an on-chip memory management unit (MMU) that implements address translation.
This LSI's features aresident trandlation look-aside buffer (TLB) that caches information for user-
created address trandation tables located in external memory. It enables high-speed trandation of
virtual addresses into physical addresses. Address trandation uses the paging system and supports
two page sizes (1 kbyte and 4 kbytes). The access right to virtual address space can be set for
privileged and user modes to provide memory protection.

31 Role of MMU

The MMU is afeature designed to make efficient use of physical memory. As shown in figure 3.1,
if aprocessissmaller in size than the physical memory, the entire process can be mapped onto
physical memory. However, if the process increases in size to the extent that it no longer fitsinto
physical memory, it becomes necessary to partition the process and to map those parts requiring
execution onto memory as occasion demands (figure 3.1(1)). Having the process itself consider
this mapping onto physical memory would impose alarge burden on the process. To lighten this
burden, the idea of virtual memory was born as a means of performing en bloc mapping onto
physical memory (figure 3.1(2)). In avirtual memory system, substantially more virtual memory
than physical memory is provided, and the process is mapped onto this virtual memory. Thus a
process only has to consider operation in virtual memory. Mapping from virtual memory to
physical memory is handled by the MMU. The MMU is normally controlled by the operating
system, switching physical memory to allow the virtual memory required by a process to be
mapped onto physical memory in a smooth fashion. Switching of physical memory is carried out
via secondary storage, €etc.

The virtual memory system that came into being in thisway is particularly effectivein atime-
sharing system (TSS) in which a number of processes are running simultaneously (figure 3.1(3)).
If processes running in a TSS had to take mapping onto virtual memory into consideration while
running, it would not be possible to increase efficiency. Virtual memory is thus used to reduce this
load on the individual processes and so improve efficiency (figure 3.1(4)). In the virtual memory
system, virtual memory is allocated to each process. The task of the MMU isto perform efficient
mapping of these virtual memory areas onto physical memory. It also has a memory protection
feature that prevents one process from inadvertently accessing another process's physical memory.

When address trandation from virtual memory to physical memory is performed using the MMU,
it may occur that the relevant translation information is not recorded in the MMU, with the result

that one process may inadvertently access the virtual memory allocated to another process. In this
case, the MMU will generate an exception, change the physical memory mapping, and record the
new address translation information.
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Although the functions of the MMU could also be implemented by software alone, the need for
trandation to be performed by software each time a process accesses physical memory would
result in poor efficiency. For this reason, a buffer for address trandation (translation look-aside
buffer: TLB) is provided in hardware to hold frequently used address trandation information. The
TLB can be described as a cache for storing address trand ation information. Unlike cache
memory, however, if addresstrandation fails, that is, if an exception is generated, switching of
address trandation information is normally performed by software. This makes it possible for
memory management to be performed flexibly by software.

The MMU has two methods of mapping from virtual memory to physical memory: a paging
method using fixed-length address translation, and a segment method using variable-length
address trang ation. With the paging method, the unit of translation is a fixed-size address space
(usualy of 1 to 64 kbytes) called a page.

In the following text, this LSI's address space in virtual memory isreferred to as virtual address
space, and address space in physical memory as physical memory space.
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Figure3.1 MMU Functions
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311 ThisLSI'sMMU

Virtual Address Map: ThisLSI uses 32-bit virtual addresses to access a 4-Ghyte virtual address
space that is divided into several areas. Address space mapping is shown in figure 3.2.

In the privileged mode, the virtual address space is divided into five areas.

PO and P3 areas are mapped to physical address spaces in page units according to the information
in the address trandl ation table. Write-back or write-through can be selected for write access by
means of a cache control register (CCR) setting.

Mapping of the P1 areaisfixed to physical address space (H'00000000 to H'1FFFFFFF). In the P1
area, setting a virtual address MSBs (bit 31) to 0 generates the corresponding physical address. P1
area access can be cached, write-back or write-through can be selected according to the setting of
CCR whether to cache or not.

Mapping of the P2 areaisfixed to physical address space (H'00000000 to H'IFFFFFFF). In the P2
area, setting the top three virtual address bits (bits 31, 30, and 29) to 0 generates the corresponding
physical address. P2 area access cannot be cached.

The P1 and P2 areas are not mapped by the address translation table, so the TLB is not used and
no exceptions like TLB misses occur. Initialization of MMU-related registers, exception
processing, and the like are located in the P1 and P2 areas. Because the P1 areais cached, handlers
that require high-speed processing are placed there.

A part of the control register in the peripheral module is allocated in P2 area.

The P4 areais used for mapping on-chip control register addresses. Address spaces from
H'E0000000 to H'EFFFFFFF and from H'F4000000 to H'FBFFFFFF are reserved. An operation of
this LSl is not guaranteed when these address spaces are accessed. Address space from
H'FO000000 to H'F1FFFFFF is assigned to the cache, and address space from H'F2000000 to
H'F3FFFFFF is assigned to the TLB. Address space from H'FC000000 to H'FFFFFFFF is a space
for control registers. However, an operation of thisLSI is not guaranteed when an address space
that is not assigned to any control register is accessed.

In the user mode, 2 Gbytes of the virtual address space from H'00000000 to H'7FFFFFFF (area
U0) can be accessed. UQ is mapped onto physical address space in page units. Write-back or write-
through mode can be selected for write accesses by means of CCR setting. 2 Ghytes of the virtual
address space from H'80000000 to H'FFFFFFFF cannot be accessed in the user mode. Attempting
to do so creates an CPU address error. Write-back or write-through can be selected for write
access by means of the CCR setting.
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H'00000000

H'80000000

H'A0000000

H'C0000000

H'E0000000

H'FFFFFFFF

2-Gbyte virtual space,
cacheable
(write-back/write-through)

0.5-Gbyte fixed physical
space, cacheable
(write-back/write-through)

0.5-Gbyte fixed
physical space,
non-cacheable

0.5-Gbyte virtual space,
cacheable
(write-back/write-through)

0.5-Gbyte control space,
non-cacheable

Privileged mode

H'00000000
Area PO
H'80000000
Area P1
Area P2
Area P3
Area P4
H'FFFFFFFF

2-Gbyte virtual space,
cacheable
(write-back/write-through)

CPU Address error

User mode

Area U0

Figure 3.2 Virtual Address Space M apping
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Physical Address Space: This LS| supports a 32-hit physical address space, but the upper 3 bits
are actually ignored and treated as a shadow. See section 8, Bus State Controller (BSC), for
details.

Address Trandation: When the MMU is enabled, the virtual address space is divided into units
called pages. Physical addresses are trandated in page units. Address tranglation tables in external
memory hold information such as the physical address that corresponds to the virtual address and
memory protection codes. When an accessto areas P1 or P2 occurs, thereisno TLB access and
the physical addressis defined uniquely by hardware. If it belongs to area PO, P3 or UOQ, the TLB
is searched by virtual address and, if that virtual addressisregistered in the TLB, the access hits
the TLB. The corresponding physical address and the page control information are read from the
TLB and the physical address is determined.

If the virtual addressis not registered in the TLB, a TLB miss exception occurs and processing
will shift to the TLB miss handler. In the TLB miss handler, the TLB address trandation table in
external memory is searched and the corresponding physical address and the page control
information are registered in the TLB. After returning from the handler, the instruction that caused
the TLB missisre-executed. When the MMU is enabled, address trand ation information that
resultsin a physical address space of H'80000000 to H'FFFFFFFF should not be registered in the
TLB.

When the MMU is disabled, the virtual addressis used directly as the physical address. Asthis
LSl supports a 29-bit address space as the physical address space, the top 3 bits of the physical
address are ignored, and congtitute a shadow space. For example, addresses H'00001000 in the PO
area, H'80001000 in the P1 area, H'/A0001000 in the P2 area, and H'C0001000 in the P3 area are
al mapped onto the same physical address. When access to these addresses is performed with the
cache enabled, an address with the top 3 bits of the physical address masked to O is stored in the
cache address array to ensure data congruity.

Single Virtual Memory M ode and M ultiple Virtual M emory Mode: There are two virtual
memory modes: single virtual memory mode and multiple virtual memory mode. In single virtual
memory mode, multiple processes run in parallel using the virtual address space exclusively and
the physical address corresponding to a given virtual addressis specified uniquely. In multiple
virtual memory mode, multiple processes run in parallel sharing the virtual address space, so a
given virtual address may be translated into different physical addresses depending on the process.
By the value set to the MMU control register (MMUCR), either single or multiple virtual modeis
selected.

In terms of operation, the only difference between single virtual memory mode and multiple
virtual memory mode isthe TLB address comparison method.
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Address Space | dentifier (ASID): In multiple virtual memory mode, the address space identifier
(ASID) is used to differentiate between processes running in parallel and sharing virtual address
space. The ASID is 8 bitsin length and can be set by software setting of the ASID of the currently
running process in page table entry register high (PTEH) within the MMU. When the processis
switched using the ASID, the TLB does not have to be purged.

In single virtual memory mode, the ASID is used to provide memory protection for processes
running simulataneously and using the virtual address space exclusively.

3.2 Register Description

There are five registers for MMU processing. These are located in address space area P4 and can
only be accessed from privileged mode by specifying the address.

These registers for MMU processing are shown below. Refer to section 23, List of Registers, for
more details of the addresses and access sizes.

e Pagetable entry register high (PTEH)
¢ Pagetable entry register low (PTEL)

e Trandation table base register (TTB)
e TLB exception address register (TEA)
¢ MMU control register (MMUCR)

321 Page Table Entry Register High (PTEH)

The page table entry register high (PTEH) consists of avirtual page number (VPN) and ASID.
The VPN is set the VPN of the virtual address at which the exception is generated in case of an
MMU exception or CPU address error exception. When the page size is 4 kbytes, the VPN isthe
upper 20 bits of the virtual address, but in this case the upper 22 bits of the virtual address are set.
The VPN can aso be modified by software. Asthe ASID, software sets the number of the
currently executing process. The VPN and ASID arerecorded inthe TLB by the LDTLB
instruction.

Bit Bit Name Initial Value R/W Description
31t010 VPN ad R/W  Virtual page number
9,8 O AllO R Reserved

These bits are always read as 0. The write value
should always be 0.

7t00 ASID d R/W  Address space identifier
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322 Page Table Entry Register Low (PTEL)

The page table entry register low register (PTEL) is used to store the physical page number and
page management information to be recorded in the TLB by the LDTLB instruction. The contents
of thisregister are only modified by a software command.

Bit Bit Name Initial Value R/W Description

31to 10 PPN O R/W Physical page number

9 ad 0 R Page management information
8 v 0 RIW Refer to section 3.3 TLB Functions.
7 O 0 R

6,5 PR O R/W

4 Sz O R/W

3 C O R/W

2 D O R/W

1 SH O R/W

0 O 0 R

323 The Trandation Table Base Register (TTB)

The trand ation table base register (TTB) isa 32-bit register. TTB is used to store the base address
of the current page table. The contents of this register are only modified in response to a software
command. TTB isavailable to use by software for general purposes.

324 The TLB Exception Address Register (TEA)

The TLB exception address register (TEA) is a 32-bit register. TEA isused to store the virtual
address corresponding to aMMU or CPU address error exception after these exceptions has
occurred. Thisvalue remains valid until the next exception or interrupt occurs.
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3.25

MMU Control Register (MMUCR)

The MMU control register (MMUCR) makes the MMU settings. Any program that modifies
MMUCR should reside in the P1 or P2 area.

Bit Bit Name Initial Value R/W Description

31to9 O All 0 R  Reserved
These bits are always read as 0. The write value should
always be 0.

8 SV O R/W Single virtual memory mode
0: multiple virtual memory mode
1: single virtual memory mode

7,6 0 All 0 R Reserved
These bits are always read as 0. The write value should
always be 0.

54 RC All O R/W Random counter
A 2-bit random counter, automatically updated by
hardware according to the following rules in the event of
an MMU exception. When a TLB miss exception occurs,
all TLB entry ways corresponding to the virtual address at
which the exception occurred are checked, and if all ways
are valid, 1 is added to RO; if there is one or more invalid
ways, they are set by priority from way 0, in the order:
way 0, way 1, way 2, way 3. In the event of an MMU
exception other than a TLB miss exception, the way
which caused the exception is set in RC.

3 d 0 R  Reserved
This bit is always read as 0. The write value should
always be 0.

2 TF 0 R/W TLB flush
When 1 is set, all valid bits of TLB are cleared to 0 (flush).
This bit is always reads as 0.

1 IX 0 R/W Index mode
When 0, VPN bits 16 to 12 are used as the TLB index
number. When 1, the value obtained by EX-ORing ASID
bits 4 to 0 in PTEH and VPN bits 16 to 12 are used as the
TLB index number.

0 AT 0 R/W Address translation

Enables (valid) or disables (invalid) the MMU.

0: MMU disabled
1: MMU enabled
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3.3 TLB Functions

331 Configuration of the TLB

The TLB caches address trandlation table information located in the external memory. The address
tranglation table stores the physical page number translated from the virtual page number and the
control information for the page, which is the unit of address trandation. Figure 3.3 shows the
overal TLB configuration. The TLB is 4-way set associative with 128 entries. There are 32 entries
for each way. Figure 3.4 shows the configuration of virtual addressesand TLB entries.

Ways 0to 3 Ways 0to 3
1 1 1| L 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1

1 1 1 1 | | 1 1 1 1 1 1 | |

Entry O VPN(31-17) VPN(11-10) | ASID(7-0) | V | Entry 0 | PPN(31-10) [PR(1-0)|SZ| C | D |SH]T
Entry 1 [H | Entry 1 | H
Entry 31 _'- Entry 31 _'-

Address array Data array

Figure 3.3 Overall Configuration of the TLB
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31 10 9 0
| VPN | Offset |

Virtual address (1-kbyte page)

31 12 11 0
| VPN | Offset |

Virtual address (4-kbyte page)

(15) 2 ® @ (22) @ O Owa@wam
VPN (31-17) | VPN (11-10) | ASID | v | PPN |Pr [sz|c | D [sH]
TLB entry
Legend

VPN: Virtual page number. Top 22 bits of virtual address for a 1-kbyte page, or top 20 bits of
virtual address for a 4-kbyte page. Since VPN bits 16-12 are used as the index number,
they are not stored in the TLB entry.

ASID: Address space identifier. Indicates the process that can access a virtual page. In single
virtual memory mode and user mode, or in multiple virtual memory mode, if the SH bit is
0, the address is compared with the ASID in PTEH when address comparison is
performed.

SH: Share status bit
0 = Page not shared between processes
1 = Page shared between processes

SZ: Page-size bit
0 = 1-kbyte page
1 = 4-kbyte page

V: Valid bit. Indicates whether entry is valid.

0 = Invalid
1 = Valid
Cleared to 0 by a power-on reset. Not affected by a manual reset.

PPN: Physical page number. Top 22 bits of physical address. PPN bits 11-10 are not used in
case of a 4-kbyte page. Attention must be paid to the synonym problem in case of a 1-
kbyte page (see section 3.4.4 Avoiding Synonym Problems).

PR: Set the most significant bit to 0.

Protection key field. 2-bit field encoded to define the access rights to the page.
00: Reading only is possible in privileged mode.
01: Reading/writing is possible in privileged mode.
10: Reading only is possible in privileged/user mode.
11: Reading/writing is possible in privileged/user mode.

C: Cacheable bit. Indicates whether the page is cacheable.
0: Non-cacheable
1: Cacheable

D: Dirty bit. Indicates whether the page has been written to.
0 = Not written to
1 = Written to

Figure3.4 Virtual Addressand TLB Structure
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332 TLB Indexing

The TLB uses a4-way set associative scheme, so entries must be selected by index. VPN bits 16
to 12 and ASID bitsin PTEH 4 to 0 are used as the index number regardless of the page size. The
index number can be generated in two different ways depending on the setting of the IX bitin
MMUCR.

1. When|IX =0, VPN bits 16 to 12 alone are used as the index number

2. WhenIX =1, VPN bits 16 to 12 are EX-ORed with ASID bits 4 to 0 to generate a 5-bit index
number

The second method is used to prevent lowered TLB efficiency that results when multiple
processes run simultaneously in the same virtual address space (multiple virtual memory) and a
specific entry is selected by indexing of each process. Figures 3.5 and 3.6 show the indexing
schemes.

Virtual address PTEH register
31 1716 1211 0 31 10 7 0
| VPN [ o] asi |
_ ASID(4 to 0) |
Exclusive-OR
Index
Ways 0 to 3
I . L L 11 ! ! ! ! !
1 ! ! ! I 1L T T T T T
1 ! ! ! 1 ! ! ! ! !
0| VPN(31-17) |VPN(11-10)| ASID(7-0) | V H| PPN(3-0) |PR(1-0){Sz| C | D |SH

31

Address array Data array

Figure3.5 TLB Indexing (IX =1)

Virtual address
31 1716 1211 0

Index

Ways 0 to 3
1 1 1

VPN(31-17) | VPN(11-10) | ASID(7-0) | V

o

PPN(31-10) |PR(1-0)|Sz| C | D |SH

31

Address array Data array

Figure3.6 TLB Indexing (I1X =0)
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333 TLB Address Comparison

The results of address comparison determine whether a specific virtual page number is registered
inthe TLB. The virtual page number of the virtual address that accesses external memory is
compared to the virtual page number of the indexed TLB entry. The ASID within the PTEH is
compared to the ASID of theindexed TLB entry. All four ways are searched simultaneousdly. If the
compared values match, and the indexed TLB entry isvalid (V bit = 1), the hit is registered.

It is necessary to have software ensure that TLB hits do not occur simultaneously in more than one
way, as hardware operation is not guaranteed if this occurs. For example, if there are two identical
TLB entries with the same VPN and a setting is made such that a TLB hit is made only by a
process with ASID = H'FF when oneisin the shared state (SH = 1) and the other in the non-shared
state (SH = 0), then if the ASID in PTEH is set to H'FF, there is a possibility of simultaneous TLB
hitsin both these ways. It istherefore necessary to ensure that this kind of setting is not made by
software.

The object compared varies depending on the page management information (SZ, SH) inthe TLB
entry. It also varies depending on whether the system supports multiple virtual memory or single
virtual memory.

The page-size information determines whether VPN (11, 10) is compared. VPN (11, 10) is
compared for 1-kbyte pages (SZ = 0) but not for 4-kbyte pages (SZ = 1).

The sharing information (SH) determines whether the PTEH.ASID and the ASID inthe TLB entry
are compared. ASIDs are compared when there is no sharing between processes (SH = 0) but not
when thereis sharing (SH = 1).

When single virtual memory is supported (MMUCR.SV = 1) and privileged mode is engaged
(SR.MD =1), al process resources can be accessed. This means that ASIDs are not compared
when single virtual memory is supported and privileged mode is engaged. The objects of address
comparison are shown in figure 3.7.
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SH=1or
(SR.MD =1 and
MMUCR.SV = 1)?

Yes

Yes (1

< St

No

kbyte)

Yes (1 kbyte)

No (4 kbytes)

Bits compared: Bits compared: Bits compared: Bits compared:

VPN (31 to 17) VPN (31 to 17) VPN (31 to 17) VPN (31 to 17)

VPN (11 to 10) VPN (11 to 10) ASID (7 to 0)
ASID (7 to 0)

Figure 3.7 Objects of Address Comparison
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3.34 Page M anagement | nfor mation

In addition to the SH and SZ bits, the page management information of TLB entries also includes

D, C, and PR hits.

The D bit of a TLB entry indicates whether the pageis dirty (i.e., has been written to). If the D bit
is 0, an attempt to write to the page resultsin an initial page write exception. For physical page
swapping between secondary memory and main memory, for example, pages are controlled so that
adirty page is paged out of main memory only after that page is written back to secondary
memory. To record that there has been awrite to a given page in the address translation table in

memory, an initial page write exception is used.

The C bit in the entry indicates whether the referenced page resides in a cacheable or non-
cacheable area of memory. The PR field specifies the access rights for the page in privileged and
user modes and is used to protect memory. Attempts at nonpermitted accesses result in TLB

protection violation exceptions.

Access states designated by the D, C, and PR hits are shown in table 3.1.

Table3.1 Access States Designated by D, C, and PR Bits
Privileged Mode User Mode
Reading Writing Reading Writing
D bit 0 Permitted Initial page write Permitted Initial page write
exception exception
Permitted Permitted Permitted Permitted
C hit 0 Permitted Permitted Permitted Permitted
(no caching) (no caching) (no caching) (no caching)
1 Permitted Permitted Permitted Permitted

(with caching) (with caching)

(with caching)

(with caching)

PRbit 00 Permitted TLB protection

violation exception

TLB protection
violation exception

TLB protection
violation exception

01 Permitted Permitted

TLB protection
violation exception

TLB protection
violation exception

10  Permitted TLB protection Permitted TLB protection
violation exception violation exception
11 Permitted Permitted Permitted Permitted
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34 M MU Functions

34.1 MM U Hardware M anagement

There are two kinds of MMU hardware management as follows:

1

The MMU decodes the virtual address accessed by a process and performs address translation
by controlling the TLB in accordance with the MMUCR settings.

In address trandation, the MM U receives page management information from the TLB, and
determines the MM U exception and whether the cache isto be accessed (using the C bit). For
details of the determination method and the hardware processing, see section 3.5, MMU
Exceptions.

34.2 MM U Softwar e M anagement

There are three kinds of MM U software management, as follows.

1

MMU register setting. MMUCR setting, in particular, should be performed in areas P1 and P2
for which address trandlation is not performed. Also, since SV and IX bit changes constitute
address trand ation system changes, in this case, TLB flushing should be performed by
simultaneously writing 1 to the TF bit also. Since MMU exceptions are not generated in the
MMU disabled state with the AT bit cleared to O, use in the disabled state must be avoided
with software that does not use the MMU.

TLB entry recording, deletion, and reading. TLB entry recording can be done in two ways by
using the LDTLB instruction, or by writing directly to the memory-mapped TLB. For TLB
entry deletion and reading, the memory allocation TLB can be accessed. See section 3.4.3,
MMU Instruction (LDTLB), for details of the LDTLB instruction, and section 3.6,
Configuration of the Memory-Mapped TLB, for details of the memory-mapped TLB.

MMU exception processing. When an MMU exception is generated, it is handled on the basis
of information set from the hardware side. See section 3.5, MMU Exceptions, for details.

When single virtual memory mode is used, it is possible to create a state in which physical
memory access is enabled in the privileged mode only by clearing the share status bit (SH) to 0 to
specify recording of all TLB entries. This strengthens inter-process memory protection, and
enables specia access levelsto be created in the privileged mode only.

Recording a 1-kbyte page TLB entry may result in a synonym problem. See section 3.4.4,
Avoiding Synonym Problems.
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343 MMU Instruction (LDTLB)

Theload TLB instruction (LDTLB) is used to record TLB entries. When the IX bitin MMUCR is
0, the LDTLB instruction changes the TLB entry in the way specified by the RC bitin MMUCR
to the value specified by PTEH and PTEL, using VPN bits 16 to 12 specified in PTEH asthe
index number. When the IX bitin MMUCR is 1, the EX-OR of VPN bits 16 to 12 specified in
PTEH and ASID bits4 to 0 in PTEH are used as the index number.

Figure 3.8 shows the case where the IX bitin MMUCR is 0.

When an MMU exception occurs, the virtual page number of the virtual address that caused the
exception is set in PTEH by hardware. The way is set in the RC bit of MMUCR for each exception
according to the rules described in section 3.2.5 MMU Control Register (MMUCR).

Consequently, if the LDTLB instruction isissued after setting only PTEL in the MMU exception
processing routine, TLB entry recording is possible. Any TLB entry can be updated by software
rewriting of PTEH and the RC bitsin MMUCR.

Asthe LDTLB instruction changes address trandlation information, thereis arisk of destroying
address trandation information if thisinstruction isissued in the PO, UO, or P3 area. Make sure,
therefore, that thisinstruction isissued in the P1 or P2 area. Also, an instruction associated with an
access to the PO, UOQ, or P3 area (such as the RTE instruction) should be issued at least two
instructions after the LDTLB instruction.

MMUCR
31
0 |SV|0|O|RC|O|TF|IX|AT|
Index Way selection
PTEH register J— PTEL register
31 7 12 10 8

VPN | |VPN |0| ASID |

10
| PPN |O|V|0|PR|SZ|C|D

0
Jsto]

Ways 0to 3

o| VPN(@31t017) VPN(11 to 10) | ASID(7 to 0)

\an

PPN(31to 10)|PR(1to 0) SZ|C | D

SH

31

Address array

Data array

Figure3.8 Operation of LDTLB Instruction
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344 Avoiding Synonym Problems

When a 1-kbyte page isrecorded in a TLB entry, a synonym problem may arise. If a number of
virtual addresses are mapped onto a single physical address, the same physical address datawill be
recorded in a number of cache entries, and it will not be possible to guarantee data congruity. The
reason why this problem only occurs when using a 1-kbyte page is explained below with reference
to figure 3.9.

To achieve high-speed operation of the SH7706 cache, an index number is created using virtual
address bits 11 to 4. When a 4-kbyte page is used, virtual address bits 11 to 4 are included in the
offset, and since they are not subject to address trandation, they are the same as physical address
bits 11 to 4. In cache-based address comparison and recording in the address array, since the cache
tag addressis a physical address, physical address bits 31 to 10 are recorded.

When a 1-kbyte page is used, also, a cache index number is created using virtual address bits 11 to
4. However, in case of a 1-kbyte page, virtual address bits (11, 10) are subject to address
translation and therefore may not be the same as physical address bits 11 and 10. Consequently,
the physical addressisrecorded in adifferent entry from that of the index number indicated by the
physical addressin the cache address array.

For example, assume that, with 1-kbyte page TLB entries, TLB entries for which the following
tranglation has been performed are recorded in two TLBs:

Virtual address1 H'00000000 - physical address H'00000C00
Virtual address2 H'00000CO0 - physical address H'00000C00

Virtual address 1 isrecorded in cache entry H'00, and virtual address 2 in cache entry H'CO. Since
two virtual addresses are recorded in different cache entries despite the fact that the physical
addresses are the same, memory inconsistency will occur as soon as awrite is performed to either
virtual address. Therefore, when recording a 1-kbyte TLB entry, if the physical address is the same
as aphysical address already used in another TLB entry, it should be recorded in such away that
physical address bits (11, 10) are the same.
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When using a 4-kbyte page

Virtual address

31 12 11 10 0
VPN Offset

——

. Virtual address (11 to 4)
Physical address

31 12 11 10 0
PPN Offset

Physical address (31 to 10)

When using a 1-kbyte page

Virtual address

31 11 10 9 0
VPN Offset

—

Cache address
array

Virtual address (11 to 4)
Physical address

31 11 10 9 0
PPN Offset

Physical address (31 to 10)

Cache address
array

Figure3.9 Synonym Problem
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35 MMU Exceptions

There are four MMU exceptions: TLB miss, TLB protection violation, TLB invalid, and initial
page write.

351 TLB Miss Exception

A TLB miss results when the virtual address and the address array of the selected TLB entry are
compared and no match isfound. TLB miss exception processing includes both hardware and
software operations.

Hardware Operations; InaTLB miss, thisLSI's hardware executes a set of prescribed
operations, as follows:

1. The VPN field of the virtual address causing the exception is written to the PTEH register.
2. Thevirtual address causing the exception is written to the TEA register.

3. Either exception code H'040 for aload access, or H'060 for a store access, is written to the
EXPEVT register.

4. The PC value indicating the address of the instruction in which the exception occurred is
written to the save program counter (SPC). If the exception occurred in a delay slot, the PC
value indicating the address of the related delayed branch instruction is written to the SPC.

5. The contents of the status register (SR) at the time of the exception are written to the save
status register (SSR).

The mode (MD) bitin SR is set to 1, and switched to the privileged mode.

Theblock (BL) bitin SR is set to 1 to mask any further exception requests.

The register bank (RB) bitin SRissetto 1.

The RC field in the MMUCR isincremented by 1 when al entriesindexed are valid. When
some entries indexed are invalid, the smallest way number of them issetin RC.

10. Execution branches to the address obtained by adding the value of the VBR contents and
H'00000400 to invoke the user-written TLB miss exception handler.

© © N o
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Software (TLB MissHandler) Operations. The software searches the page tables in external
memory and all ocates the required page table entry. Upon retrieving the required page table entry,
software must execute the following operations:

1. Write the value of the physical page number (PPN) field and the protection key (PR), page size
(S2), cacheable (C), dirty (D), share status (SH), and valid (V) bits of the page table entry
recorded in the address translation table in the external memory into the PTEL register in this
LS.

2. If using software for way selection for entry replacement, write the desired value to the RC
fieldin MMUCR.

3. Issuethe LDTLB instruction to load the contents of PTEH and PTEL into the TLB.

4. |ssuethereturn from exception handler (RTE) instruction to terminate the handler routine and
return to the instruction stream.

35.2 TLB Protection Violation Exception

A TLB protection violation exception results when the virtual address and the address array of the
selected TLB entry are compared and avalid entry isfound to match, but the type of accessis not
permitted by the access rights specified in the PR field. TLB protection violation exception
processing includes both hardware and software operations.

Hardware Operations: In a TLB protection violation exception, this LSI's hardware executes a
set of prescribed operations, as follows:

1. The VPN field of the virtual address causing the exception is written to the PTEH register.
2. Thevirtual address causing the exception is written to the TEA register.

3. Either exception code H'0OAO for aload access, or H'0CO for a store access, is written to the
EXPEVT register.

4. The PC value indicating the address of the instruction in which the exception occurred is
written into SPC (if the exception occurred in adelay dot, the PC value indicating the address
of the related delayed branch instruction is written into SPC).

The contents of SR at the time of the exception are written to SSR.
The MD bitin SRisset to 1, and switched to the privileged mode.

The BL bitin SR isset to 1 to mask any further exception requests.
TheRB bitin SRisset to 1.

The way that generated the exception is set in the RC field in MMUCR.

10. Execution branches to the address obtained by adding the value of the VBR contents and
H'00000100 to invoke the TLB protection violation exception handler.

© © N oo
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Software (TLB Protection Violation Handler) Operations: Software resolvesthe TLB
protection violation and issues the RTE (return from exception handler) instruction to terminate
the handler and return to the instruction stream. Note that the RTE instruction should be issued
after the two instructions following the LDTLB instruction.

35.3 TLB Invalid Exception

A TLB invalid exception results when the virtual addressis compared to aselected TLB entry
address array and a match is found but the entry is not valid (the V bit is0). TLB invalid exception
processing includes both hardware and software operations.

Hardware Operations: InaTLB invalid exception, this LSI's hardware executes a set of
prescribed operations, as follows:

The VPN number of the virtual address causing the exception is written to the PTEH register.
The virtual address causing the exception is written to the TEA register.
The way number causing the exception is written to RC in MMUCR.

Either exception code H'040 for aload access, or H'060 for a store access, is written to the
EXPEVT register.

5. The PC value indicating the address of the instruction in which the exception occurred is
written to the SPC. If the exception occurred in adelay slot, the PC value indicating the
address of the delayed branch instruction is written to the SPC.

The contents of SR at the time of the exception are written into SSR.
The MD bitin SRisset to 1, and switched to the privileged mode.
The BL bitin SR isset to 1 to mask any further exception requests.

. TheRB bitin SRissetto 1.

10. Execution branches to the address obtained by adding the value of the VBR contents and
H'00000100, and the TLB protection violation exception handler starts.

A wDhPRE

© © N o

Software (TLB Invalid Exception Handler) Operations: The software searches the page tables
in external memory and assigns the required page table entry. Upon retrieving the required page
table entry, software must execute the following operations:

1. Writethe values of the PPN, PR, SZ, C, D, SH, and V of the page table entry recorded in the
external memory to the PTEL register.

2. If using software for way selection for entry replacement, write the desired value to the RC
fieldin MMUCR.

3. Issuethe LDTLB instruction to load the contents of PTEH and PTEL into the TLB.

4. Issuethe RTE instruction to terminate the handler and return to the instruction stream. The
RTE instruction should be issued after two LDTLB instructions.
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354 Initial Page Write Exception

Aninitial page write exception results in a write access when the virtual address and the address
array of the selected TLB entry are compared and a valid entry with the appropriate access rights
isfound to match, but the D (dirty) bit of the entry is O (the page has not been written to). Initial
page write exception processing includes both hardware and software operations.

Hardware Operations: In aninitial page write exception, this LS|'s hardware executes a set of
prescribed operations, as follows:

The VPN field of the virtual address causing the exception is written to the PTEH register.
The virtual address causing the exception is written to the TEA register.
Exception code H'080 is written to the EXPEVT register.

The PC value indicating the address of the instruction in which the exception occurred is
written to the SPC. If the exception occurred in adelay slot, the PC value indicating the
address of the related delayed branch instruction is written to the SPC.

The contents of SR at the time of the exception are written to SSR.
The MD bitin SRisset to 1, and switched to the privileged mode.
TheBL bitin SR is set to 1 to mask any further exception requests.
TheRB bitin SRisset to 1.

. The way that caused the exception is set in the RC field in MMUCR.

10. Execution branches to the address obtained by adding the value of the VBR contents and
H'00000100 to invoke the user-written initial page write exception handler.

A w NP

© © N o o

Softwar e (I nitial Page Write Handler) Operations: The software must execute the following
operations:

1. Retrievethe required page table entry from external memory.
2. Set the D bit of the page table entry in the external memory to 1.

3. Write the value of the PPN field and the PR, SZ, C, D, SH, and V bits of the page table entry
in the external memory to the PTEL register.

4. If using software for way selection for entry replacement, write the desired value to the RC
fieldin MMUCR.

5. Issuethe LDTLB instruction to load the contents of PTEH and PTEL into the TLB.

6. Issuethe RTE instruction to terminate the handler and return to the instruction stream. The
RTE instruction should be issued after two LDTLB instructions.

Figure 3.10 shows the flowchart for MMU exceptions.
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Figure3.10 MMU Exception Generation Flowchart
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355 Processing Flow in Event of MM U Exception (Same Processing Flow for CPU
AddressError)

Figure 3.11 shows the MMU exception signalsin the instruction fetch mode.

i

| IF | ID EX MA | WB
D Ex MA WEB Handler transition
processing
ID EX MA WB
NOP
NOP
MMU exception handler — IF | ID | EX MA | WB |

|:| : Exception source stage

IF = Instruction fetch
ID = Instruction decode
EX = Instruction execution
MA = Memory access
WB = Write back
NOP = No operation

Figure3.11 MMU Exception Signalsin Instruction Fetch
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Figure 3.12 shows the MMU exception signals in the data access mode.

Handler transition
wB processing

ID EX MA | WB l

NOP l

NOP

MMU exception handler — IF | ID |EX |MA wB

|:| : Exception source stage

- : Stage cancellation for instruction
that has begun execution

IF = Instruction fetch
ID = Instruction decode
EX = Instruction execution

MA = Memory access
WB = Write back
NOP = No operation

Figure3.12 MMU Exception Signalsin Data Access
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3.6 Configuration of the Memory-Mapped TLB

In order for TLB operations to be managed by software, TLB contents can be read or written to in
the privileged mode using the MOV instruction. The TLB is assigned to the P4 areain the virtual
address space. The TLB address array (VPN, V bit, and ASID) is assigned to H'F2000000 to
H'F2FFFFFF, and the data array (PPN, PR, SZ, C, D, and SH bits) to H'F3000000 to
H'F3FFFFFF. The V bit in the address array can also be accessed from the data array. Only
longword accessis possible for both the address array and the data array.

361 AddressArray

The address array is assigned to H'F2000000 to H'F2FFFFFF. To access an address array, the
32-hit address field (for read/write operations) and 32-bit datafield (for write operations) must be
specified. The address field specifies information for selecting the entry to be accessed; the data
field specifiesthe VPN, V bit and ASID to be written to the address array (figure 3.13 (1)).

In the address field, specify the entry address for selecting the entry (bits 16 to 12), W for selecting
the way (bits 9, 8: 00 isway 0, 01 isway 1, 10 isway 2, 11 isway 3) and H'F2 to indicate address
array access (bits 31 to 24). The IX bit in MMUCR indicates whether an EX-OR is taken of the
entry addressand ASID.

When writing, the write is performed to the entry selected with the index address and way.

When reading, the VPN, V bit, and ASID of the entry selected with the index address and way in
the format of the data field in figure 3.13 without comparing addresses. 0 is written to datafield
bits 16 to 12.

To invalidate a specific entry, specify the entry and way, and write O to the corresponding V bit.

3.6.2 Data Array

The data array is assigned to H'F3000000 to H'F3FFFFFF. To access a data array, the 32-bit
addressfield (for read/write operations), and 32-bit datafield (for write operations) must be
specified. These are specified in the general register. The address section specifiesinformation for
selecting the entry to be accessed; the data section specifies the longword data to be written to the
dataarray (figure 3.13 (2)).

In the address section, specify the entry address for selecting the entry (bits 16 to 12), W for
selecting the way (bits 9, 8: 00 isway 0, Ol isway 1, 10isway 2, 11 isway 3), and H'F3 to
indicate data array access (bits 31 to 24). The IX bit in MMUCR indicates whether an EX-OR is
taken of the entry address and ASID.

Both reading and writing use the longword of the data array specified by the entry address and
way number. The access size of the data array is fixed at longword.
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(1) TLB Address Array Access

Read access

31 24 23 17 16 121110987 6 0
Address field | 11110010 Ko «| veN |* < w |0 Ko *
31 17 16 12111098 7 0
Data field | VPN [o-olven[olv]  AsiD |
Write access
31 24 23 17 16 121110987 6 0
Address field | 11110010 PEEEEEEEEEREE »| VPN |+ *l W |0 PR REREREES *
31 17 16 12111098 7 0
Data field | VPN Ko * |VPN| * v| ASID |
Legend
VPN: Virtual page number ASID: Address space identifier
V: Valid bit * : Don't care
W: Way (00: Way 0, 01: Way 1, 10: Way 2, 11: Way 3)
(2) TLB Data Array Access
Read/write access
31 24 23 17 16 12111098 7 0
Address field | 11110011 ko * VPN x|k | W | * e *
31 29 28 109 8 7654 3 2 1 0

Data field | 000

| PPN

[x|v|x|pr[sz| c|D]sH]x]

Legend

PPN:
PR:
C:
SH:
VPN:
X:
wW:

Physical page number
Protection key field

Cacheable bit

Share status bit

Virtual page number

0 for read, don't care bit for write

V: Valid bit

SZ: Page-size bit
D: Dirty bit
« . Don't care

Way (00: Way 0, 01: Way 1, 10: Way 2, 11: Way 3)

Figure 3.13 Specifying Addressand Data for M emory-Mapped TLB Access
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3.6.3 Usage Examples

Invalidating Specific Entries: Specific TLB entries can be invalidated by writing O to the entry's
V hit. RO specifies the write data and R1 specifies the address.

; RO=H 1547 381C R1=H F201 3000

; MMUCR. | X=0

; VPN(31-17)=B' 000 1010 1010 0011 VPN(11-10)=B'10 ASID=B 0001 1100
; corresponding entry association is made fromthe entry sel ected by

; the VPN(16-12)=B' 1 0011 index, the V bit of the hit way is cleared to
; 0, achieving invalidation.

MOV.L RO, @l

Reading the Data of a Specific Entry: This example reads the data section of a specific TLB
entry. The bit order indicated in the datafield in figure 3.14 (2) isread. RO specifies the address
and the data section of a selected entry isread to R1.

; RO=H F300 4300 VPN(16-12)=B'0 0100 \Way 3
; MOV.L @O, RL

3.7 Usage Note

371 Use of Instructions Manipulating M D and BL Bitsin SR

Instructions that manipulate the MD or BL bit in register SR (the LDC Rm, SR instruction, LDC
@Rm+, SR instruction, and RTE instruction) and the following instruction, or the LDTLB
instruction, should be used with the TLB disabled or in afixed physical address space (the P1 or
P2 space).
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3.7.2 Useof TLB

An erroneous value is set in the RC bit in MMUCR when all of the following conditions are
satisfied.
1. MMUison (AT bitin MMUCRis1)

2. Same VPN existsin morethan one waysin asingleentry ina TLB address array
3. TLB exception is generated

VPN isnot initialized by a power-on reset or a manual reset. Therefore, two or more VPNs have
the same valuesin a single entry. When an entry in this state is registered to way 3, for example,
the state of that entry in the TLB address array becomes as shown below. As aresult, the same
VPN existsin both way 0 and way 3, and condition 2 above is satisfied.

After reset After registered to way 3
WAY VPN Y WAY VPN \Y
0 12345 0 — 0 12345 0
3 12345 0 3 12345 1

A condition may also be satisfied when the TLB is handled by software. For example, if an entry
inthe TLB address array isregistered to way 3 after way O isdisabled (V bit is changed from 1 to
0), the state of that entry becomes as shown below. Similar to the above case, the same VPN exists
in both way 0 and way 3, and condition 2 above is satisfied.

After way O isdisabled After registered to way 3
WAY VPN Y WAY VPN Y
0 12345 0 —» 0 12345 0
3 11111 0 3 12345 1

To avoid thisfailure, take the following two countermeasures.

1. After areset, initialize the upper four bitsin VPN to 1 for all entriesin the TLB address array
until the AT bitin MMUCR isset to 1.

2. When disabling away in the TLB address array, in addition to clearing the V bit to O, initialize
the upper four bitsin VPN to 1.

These countermeasures will prevent VPN from being atarget of address trandation. Accordingly,
condition 3 is not satisfied, and this failure can be avoided.
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Section 4 Exception Processing

4.1 Exception Processing Function

Exception processing is separate from normal program processing, and is performed by aroutine
separate from the normal program. 1n response to an exception processing request due to
abnormal termination of the executing instruction, control is passed to a user-written exception
handler. However, in response to an interrupt request, normal program execution continues until
the end of the executing instruction. Here, all exceptions other than resets and interrupts will be
called general exceptions. There are thus three types of exceptions: resets, general exceptions, and
interrupts.

411  Exception Processing Flow

In exception processing, the contents of the program counter (PC) and status register (SR) are
saved in the saved program counter (SPC) and saved status register (SSR), respectively, and
execution of the exception handler isinvoked from a vector address. The return from exception
handler (RTE) instruction isissued by the exception handler routine at the completion of the
routine, restoring the contents of the PC and SR to return to the processor state at the point of
interruption and the address where the exception occurred.

A basic exception processing sequence consists of the following operations:

The contents of the PC and SR are saved in the SPC and SSR, respectively.

Theblock (BL) bitin SR is set to 1, masking any subsequent exceptions.

The mode (MD) bitin SR is set to 1 to place the SH7706 in the privileged mode.

The register bank (RB) bitin SRissetto 1.

An exception code identifying the exception event is written to bits 11 to O of the exception
event (EXPEVT) or interrupt event (INTEVT and INTEVT2) register.

6. Instruction execution jumps to the designated exception processing vector address to invoke
the handler routine.

a s~ DN
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412 Exception Processing Vector Addresses

The reset vector addressis fixed at H'A0000000. The other three events are assigned offsets from
the vector base address by software. Translation look-aside buffer (TLB) miss exceptions have an
offset from the vector base address of H'00000400. The vector address offset for general exception
events other than TLB miss exceptions is H'00000100. The interrupt vector address offset is
H'00000600. The vector base address is loaded into the vector base register (VBR) by software.
The vector base address should reside in P1 or P2 fixed physical address space. Figure 4.1 shows
the rel ationship between the vector base address, the vector offset, and the vector table.

l

VBR + Vector offset ————————————*>

(Vector base address)

H'A000 0000 ——— "

Vector address

Figure4.1 Vector Addresses

Intable 4.1, exceptions and their vector addresses are listed by exception type, instruction
completion state, relative acceptance priority, relative order of occurrence within an instruction
execution sequence and vector address for exceptions and their vector addresses.

Table4.1 Exception Event Vectors

Exception  Current Exception  Vector Vector
Type Instruction Exception Event Priority*'  Order Address Offset
Reset Aborted Power-on 1 — H'A00000000 —
Manual reset 1 — H'A00000000 —
H-UDI reset 1 — H'A00000000 —
General Aborted CPU Address error 2 1 — H'00000100
exception and retried (instruction access)
events TLB miss 2 2 — H'00000400
(instruction access)
TLB invalid (instruction 2 3 — H'00000100
access)
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Exception  Current Exception  Vector Vector

Type Instruction  Exception Event Priority*' Order Address Offset
General Aborted TLB protection violation 2 4 — H'00000100
exception and retried (instruction access)
events - - -
General illegal instruction 2 5 — H'00000100
exception
lllegal slot 2 5 — H'00000100

instruction exception

CPU Address error 2 6 — H'00000100
(data access)

TLB miss 2 7 — H'00000400
(data access not in
repeat loop)

TLB invalid (data access) 2 8 — H'00000100

TLB protection violation 2 9 — H'00000100

(data access)

Initial page write 2 10 — H'00000100

Completed Unconditional trap 2 5 — H'00000100

(TRAPA instruction)

User breakpoint trap 2 n*? — H'00000100

DMA address error 2 12 — H'00000100
General Completed Nonmaskable interrupt 3 — — H'00000600
interrupt External hardware 43 — — H'00000600
requests .

interrupt

H-UDI interrupt 43 — — H'00000600

Notes: 1. Priorities are indicated from high to low, 1 being highest and 4 being lowest.

2. The user defines the break point traps. 1 is a break point before instruction execution
and 11 is a break point after instruction execution. For an operand break point, use 11.

3. Use software to specify relative priorities of external hardware interrupts and peripheral
module interrupts (see section 6, Interrupt Controller (INTC)).

4.1.3 Acceptance of Exceptions

Processor resets and interrupts are asynchronous events unrelated to the instruction stream. All
exception events are prioritized to establish an acceptance order whenever two or more exception
events occur simultaneously. If a power-on reset and manual reset occur simultaneously, the
power-on reset takes precedence.
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All general exception events occur in arelative order in the execution sequence of an instruction
(i.e. execution order), but are handled at priority level 2 in instruction-stream order (i.e. program
order), where an exception detected in a preceding instruction is accepted prior to an exception
detected in a subsequent instruction.

Three genera exception events (reserved instruction code exception, unconditional trap, and
illegal slot instruction exception) are detected in the decode stage (1D stage) of different
instructions and are mutually exclusive events in the instruction pipeline. They have the same
execution priority. Figure 4.2 shows the order of general exception acceptance.

Pipeline Sequence:

Instruction n | P ] o |ex|[ma]ws]

1 A TLB miss (data access)
Instruction n + 1 | F | o [ ex|[ma]ws]

1 ATLB miss (instruction access)
Instruction n + 2 | F | o | ex|[ma]ws]

ARIE (reserved instruction exception)
Detection Order:

TLB miss (instruction n+1)

|

TLB miss (instruction n) and RIE (instruction n + 2) = simultaneous detection

Handling Order: Program Order:

|

Re-execution of instruction n

1

TLB miss (instruction n + 1) ]

TLB miss (instruction n) ]

|

Re-execution of instruction n + 1

|

RIE (instruction n + 2) 3

Legend

IF = Instruction fetch

ID = Instruction decode
EX = Instruction execution
MA = Memory access

WB = Write back

Figure4.2 Example of Acceptance Order of General Exceptions
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All exceptions other than areset are detected in the pipeline ID stage, and accepted on instruction
boundaries. However, an exception is not accepted between a delayed branch instruction and the
delay dot. A re-execution type exception detected in adelay slot is accepted before execution of
the delayed branch instruction. A completion type exception detected in a delayed branch
instruction or delay slot is accepted after execution of the delayed branch instruction. The delay
dlot here refers to the next instruction after a delayed unconditional branch instruction, or the next
instruction when a delayed conditional branch instruction istrue.

414 Exception Codes

Table 4.2 lists the exception codes written to bits 11 to 0 of the EXPEVT register for reset or
general exceptionsor the INTEVT and INTEV T2 registers for general interrupt requests to
identify each specific exception event. An additional exception register, the TRAPA (TRA)
register, is used to hold the 8-bit immediate data in an unconditional trap (TRAPA instruction).

Table4.2  Exception Codes

Exception Type Exception Event Exception Code

Reset Power-on reset H'000
Manual reset H'020
H-UDI reset H'000

General exception events TLB miss/invalid exception (load) H'040
TLB miss/invalid exception (store) H'060
Initial page write exception H'080
TLB protection exception (load) H'0AO0
TLB protection exception (store) H'0CO
CPU Address error (load) H'OEO
CPU Address error (store) H'100
Unconditional trap (TRAPA instruction) H'160
Reserved instruction code exception H'180
lllegal slot instruction exception H'1A0
User breakpoint trap H'1EQ
DMA address error H'5CO0
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Exception Type Exception Event Exception Code

General interrupt requests Nonmaskable interrupt H'1CO
H-UDI interrupt H'5EO0
External hardware interrupts:

IRL3-IRLO = 0000 H'200
IRL3-IRLO = 0001 H'220
IRL3—-IRLO = 0010 H'240
IRL3-IRLO = 0011 H'260
IRL3-IRLO = 0100 H'280
IRL3—-IRLO = 0101 H'2A0
IRL3-IRLO = 0110 H'2CO
IRL3-IRLO = 0111 H'2EO
IRL3—-IRLO = 1000 H'300
IRL3-IRLO = 1001 H'320
IRL3—-IRLO = 1010 H'340
IRL3-IRLO = 1011 H'360
IRL3-IRLO = 1100 H'380
IRL3-IRLO =1101 H'3A0
IRL3-IRLO = 1110 H'3CO

Note: Exception codes H'120, H'140, and H'3EQ are reserved.

415 Exception Request and BL Bit

If ageneral exception event occurs when the BL bitin SR is 1, the CPU'sinternal registers are set
to their post-reset state, other module registers retain their contents prior to the general exception,
and a branch is made to the same address (H'A0000000) as for areset.

If ageneral interrupt occurs when BL = 1, the request is masked (held pending) and not accepted
until the BL bit is cleared to 0 by software. For reentrant exception processing, the SPC and SSR
must be saved and the BL bit in SR cleared to 0.

4.1.6 Returning from Exception Processing

The RTE instruction is used to return from exception processing. When RTE is executed, the SPC
valueis set in the PC, and the SSR valuein SR, and the return from exception processing is
performed by branching to the SPC address.

If the SPC and SSR have been saved in the external memory, set the BL bit in SR to 1, then
restore the SPC and SSR, and issue an RTE instruction.
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4.2  Register Description

There are four registers related to exception processing. These are peripheral module registers, and
therefore reside in area P4. They can be accessed by specifying the addressin the privileged mode
only.

There are following four registers related to exception processing. Registers with undefined initial
values (TRAPA exception register, Interrupt event register, and Interrupt event register 2) should
be initialized by software. Refer to section 23, List of Registers, for more details of the addresses
and access sizes.

e Exception event register (EXPEVT)
e Interrupt event register (INTEVT)

e Interrupt event register 2 (INTEVT2)
¢  TRAPA exception register (TRA)

421 Exception Event Register (EXPEVT)

The exception event register (EXPEVT) contains a 12-bit exception code. The exception code set
in EXPEVT isthat for areset or general exception event. The exception codeis set automatically
by hardware when an exception occurs. EXPEVT can aso be modified by software.

Bit Bit Name Initial Value R/W Description
31to 12 d All 0 R Reserved

These bits are always read as 0. The
write value should always be 0.

11to 0 ad * R/W 12-bit exception code
Note:* H'0000 is set in a power-on reset, and H'020 in a manual reset.

4.2.2 Interrupt Event Register (INTEVT)

The interrupt event register (INTEVT) contains a 12-bit interrupt exception code or a code
indicating the interrupt priority. Which is set when an interrupt occurs depends on the interrupt
source (refer to section 6, Interrupt Controller (INTC)). The exception code or interrupt priority
code is set automatically by hardware when an exception occurs. INTEVT can aso be modified by
software.
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Bit Bit Name Initial Value R/W Description
31to12 O AllO R Reserved

These bits are always read as 0. The write value
should always be 0.

11to0 O O R/W  12-bit interrupt exception code or a code indicating
the interrupt priority

423 Interrupt Event Register 2 (INTEVT2)

The interrupt event register 2 (INTEVT2) contains a 12-bit exception code. The exception code set
in INTEVTZ2 isthat for an interrupt request. The exception code is set automatically by hardware
when an exception occurs.

Bit Bit Name Initial Value R/W Description
31to12 O AllO R Reserved

These bits are always read as 0. The write value
should always be 0.

11to0 O O R/W  12-bit exception code

4.2.4 TRAPA Exception Register (TRA)

The TRAPA exception register (TRA) contains 8-bit immediate data (imm) for the TRAPA
instruction. TRA is set automatically by hardware when a TRAPA instruction is executed. TRA
can also be modified by software.

Bit Bit Name Initial Value R/W Description

3l1to10 O AllO R Reserved
These bits are always read as 0. The write value
should always be 0.

9to 2 imm ad R/W  8-bit immediate data

1,0 a AllO R Reserved
These bits are always read as 0. The write value
should always be 0.
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4.3 Operation

431 Reset

The reset sequence is used to power up or restart the SH7706 from the initialization state. The
RESETP signal and RESETM signal are sampled every clock cycle, and in the case of a power-on
reset, all processing being executed (excluding the RTC) is suspended, al unfinished events are
canceled, and reset processing is executed immediately. In the case of a manual reset, however,
reset processing is executed after memory accessin progress is completed. The reset sequence
consists of the following operations:

A w DN PR

The MD bitin SRisset to 1 to place the SH7706 in privileged mode.
TheBL bitin SR isset to 1, masking any subsequent exceptions.
TheRB hitin SRisset to 1.

An encoded value of H'000 in a power-on reset or H'020 in amanual reset iswritten to bits 11
to 0 of the EXPEVT register to identify the exception event.

I nstruction execution jumps to the user-written exception handler at address H'A0000000.

432 Interrupts

An interrupt processing request is accepted on completion of the current instruction. The interrupt
acceptance sequence consists of the following operations:

gk~ D PE

The contents of the PC and SR are saved in SPC and SSR, respectively.
TheBL bitin SR isset to 1, masking any subsequent exceptions.

The MD bitin SRisset to 1 to place the SH7706 in privileged mode.
TheRB bitin SRisset to 1.

An encoded value identifying the exception event is written to bits 11 to 0 of the INTEVT and
INTEVT2 registers.

I nstruction execution jumps to the vector location designated by the sum of the value of the
contents of the VBR and H'00000600 to invoke the exception handler.
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4.3.3 General Exceptions

When the SH7706 encounters any exception condition other than areset or interrupt request, it
executes the following operations:

g~ w DN

The contents of the PC and SR are saved in the SPC and SSR, respectively.

TheBL bitin SR isset to 1, masking any subsegquent exceptions.

The MD bitin SR is set to 1 to place the SH7706 in privileged mode.

TheRB bitin SRisset to 1.

An encoded value identifying the exception event is written to bits 11 to 0 of the EXPEVT
register.

I nstruction execution jumps to the vector location designated by either the sum of the vector
base address and offset H'00000400 in the vector tablein a TLB misstrap, or by the sum of the

vector base address and offset H'00000100 for exceptions other than TLB miss traps, to invoke
the exception handler.

4.4 Individual Exception Operations

This section describes the conditions for specific exception processing, and the processor
operations.

441 Resets

Power-On Reset

0 Conditions: RESETP low

O Operations: EXPEVT set to H'000, VBR and SR initialized, branch to PC = H'A0000000.
Initialization sets the VBR register to H'0000000. In SR, the MD, RB and BL bits are set to
1 and the interrupt mask bits (13 to 10) are set to B'1111. The CPU and on-chip supporting
modules are initialized. For details, refer to section 23, List of Registers. A power-on reset
must always be performed when powering on.
A high level is output from the STATUSO and STATUSL pins.

Manual Reset

0 Conditions: RESETM low

O Operations: EXPEVT set to H'020, VBR and SR initialized, branch to PC = H'A0000000.
Initialization sets the VBR register to H'0000000. In SR, the MD, RB, and BL bits are set
to 1 and the interrupt mask bits (13 to 10) are set to B'1111. The CPU and on-chip
supporting modules areinitialized. For details, refer to section 23, List of Registers.
A high level isoutput from the STATUSO and STATUSL pins.
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* H-UDI Reset
0 Conditions: H-UDI reset command input (see section 21, User Debugging Interface (H-
uDl))

O Operations: EXPEVT set to H'000, VBR and SR initialized, branch to PC = H'A0000000.
Initialization sets the VBR register to H'0000000. In SR, the MD, RB and BL bits are set to
1 and the interrupt mask bits (13 to 10) are set to B'1111. The CPU and on-chip supporting
modules are initialized. For details, refer to section 23, List of Registers.

Table4.3 Typesof Reset

Conditions for Transition Internal State

Type to Reset State CPU On-Chip Supporting Modules
Power-on reset RESETP = Low Initialized (See register configuration in
Manual reset ~ RESETM = Low Initialized relevant sections)

H-UDI reset H-UDI reset command input Initialized

4.4.2 General Exceptions

e TLB missexception

O Conditions: Comparison of TLB addresses shows no address match

O Operations. The virtual address (32 bits) that caused the exception is set in TEA and the
corresponding virtual page number (22 bits) isset in PTEH (31 to 10). The ASID of PTEH
indicates the ASID at the time the exception occurred. The RC bitin MMUCR is
incremented by one when all ways are valid, or way-0 is set to the RC with top priority
when thereisinvalid way.

The PC and SR of the instruction that generated the exception are saved to the SPC and SSR,

respectively. If the exception occurred during aread, H'040 is set in EXPEVT; if the exception

occurred during awrite, H'060 is set in EXPEVT. The BL, MD and RB bitsin SR aresetto 1

and a branch occursto PC = VBR + H'0400.

To speed up TLB miss processing, the offset differs from other exceptions.

e TLB invalid exception

O Conditions. Comparison of TLB addresses shows address match but V = 0.

0 Operations: The virtual address (32 bits) that caused the exception is set in TEA and the
corresponding virtual page number (22 bits) isset in PTEH (31 to 10). The ASID of PTEH
indicates the ASID at the time the exception occurred. The way that generated the
exception is set in the RC hitsin MMUCR.

The PC and SR of the instruction that generated the exception are saved in the SPC and SSR,

respectively. If the exception occurred during aread, H'040 is set in EXPEVT; if the exception

occurred during awrite, H'060 isset in EXPEVT. The BL, MD, and RB bitsin SR are set to 1
and a branch occursto PC = VBR + H'0100.
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» Initia page write exception

0 Conditions: A hit occurred to the TLB for a store access, but D = 0. (This occurs for initial
writes to the page registered by the load.)

0 Operations: The virtual address (32 bits) that caused the exception is set in TEA and the
corresponding virtual page number (22 bits) is setin PTEH (31 to 10). The ASID of PTEH
indicates the ASID at the time the exception occurred. The way that generated the
exception is set in the RC bitin MMUCR.

The PC and SR of the instruction that generated the exception are saved to the SPC and SSR,

respectively. H'080 is set in EXPEVT. The BL, MD, and RB bitsin SRaresetto 1 and a

branch occursin PC = VBR + H'0100.

¢ TLB protection exception

0 Conditions: When a hit access violates the TLB protection information (PR bits) shown

below:

PR Privileged mode User mode

00 Only read enabled No access

01 Read/write enabled No access

10 Only read enabled Only read enabled
11 Read/write enabled Read/write enabled

O Operations. The virtual address (32 bits) that caused the exception is set in TEA and the
corresponding virtual page number (22 bits) isset in PTEH (31 to 10). The ASID of PTEH
indicates the ASID at the time the exception occurred. The way that generated the
exception is set in the RC bitsin MMUCR.

The PC and SR of the instruction that generated the exception are saved to the SPC and SSR,
respectively. If the exception occurred during aread, H'OAO is set in EXPEVT,; if the exception
occurred during awrite, H'OCO isset in EXPEVT. The BL, MD, and RB bitsin SR are setto 1
and a branch occursto PC = VBR + H'0100.

e Addresserror
0 Conditions: When corresponded to the following items.
. Ingtruction fetch from odd address (4n + 1, 4n + 3)
Word data accessed from addresses other than word boundaries (4n + 1, 4n + 3)

Longword accessed from addresses other than longword boundaries (4n + 1, 4n + 2,
an + 3)

D. Virtual space accessed in user mode in the area H'80000000 to H'FFFFFFFF.

0w >
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O Operations. The virtual address (32 bits) that caused the exceptionissetin TEA. The PC
and SR of the instruction that generated the exception are saved to the SPC and SSR,
respectively. If the exception occurred during aread, H'OEQ is set in EXPEVT; if the
exception occurred during awrite, H'100 isset in EXPEVT. The BL, MD, and RB bitsin
SR are set to 1 and a branch occursto PC = VBR + H'0100. Refer to section 3.5.5,
Processing Flow in Event of MM U Exception (Same Processing Flow for CPU Address
Error).

Unconditional trap

O Conditions: TRAPA instruction executed

0 Operations: The exception is a processing-completion type, so the PC of the instruction
after the TRAPA instruction is saved to the SPC. SR from the time when the TRAPA
instruction was executing is saved to SSR. The 8-bit immediate value in the TRAPA
instruction is quadrupled and set in TRA (9to 0). H'160 isset in EXPEVT. The BL, MD,
and RB bitsin SR are set to 1 and a branch occursto PC = VBR + H'0100.

General illegal instruction exception

O Conditions: When corresponded to the following items.

A. When undefined code not in adelay slot is decoded
Delay branchingtructions: IMP, JSR, BRA, BRAF, BSR, BSRF, RTS, RTE, BT/S, BF/S
Undefined instruction: H'Fxxx.(In the case of SR.CL = 1, the value should be
B'11111IXXXXXXXXXX.)

B. When a privileged instruction not in adelay sot is decoded in user mode
Privileged instructions: LDC, STC, RTE, LDTLB, SLEEP; instructions that access GBR
with LDC/STC are not privileged instructions.

0 Operations: The PC and SR of the instruction that generated the exception are saved to the
SPC and SSR, respectively. H'180 isset in EXPEVT. The BL, MD, and RB bitsin SR are
set to 1 and a branch occurs to PC = VBR + H'0100. When an undefined instruction other
than H'Fxxx is decoded, operation cannot be guaranteed.

Illegal dlot instruction exception

0 Conditions: When corresponded to the following items.

A. When undefined code in adelay slot is decoded
Delay branch instructions: IMP, JSR, BRA, BRAF, BSR, BSRF, RTS, RTE, BT/S, BF/S
Undefined instruction: H'Fxxx. (In the case of SR.CL = 1, the value should be
B'11111IXXXXXXXXXX.)

B. When an instruction that rewrites the PC in adelay dot is decoded
Instructions that rewrite the PC: IMP, JSR, BRA, BRAF, BSR, BSRF, RTS, RTE, BT, BF,
BT/S, BF/S, TRAPA, LDC Rm, SR, LDC.L @Rm+, SR

C. When aprivileged instruction in adelay slot is decoded in user mode
Privileged instructions: LDC, STC, RTE, LDTLB, SLEEP; instructions that access GBR
with LDC/STC are not privileged instructions.
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Operations. The PC of the previous delay branch instruction is saved to the SPC. SR of the
instruction that generated the exception is saved to SSR. H'1AQ isset in EXPEVT. The BL,
MD, and RB bitsin SR are set to 1 and a branch occursto PC = VBR + H'0100. When an
undefined instruction other than H'Fxxx is decoded, operation cannot be guaranteed.

e User break point trap

O
g

Conditions: When a break condition set in the user break point controller is satisfied

Operations. When a post-execution break occurs, the PC of the instruction immediately
after the instruction that set the break point is set in the SPC. If a pre-execution break
occurs, the PC of theinstruction that set the break point is set in the SPC. SR when the
break occursissetin SSR. H'1EO isset in EXPEVT. The BL, MD, and RB bitsin SR are
set to 1 and a branch occursto PC = VBR + H'0100. See section 7, User Break Controller,
for more information.

« DMA Addresserror

O

A.
B.

443

Conditions. When corresponded to the following items.

Word data accessed from addresses other than word boundaries (4n + 1, 4n + 3)
Longword accessed from addresses other than longword boundaries (4n + 1, 4n + 2,
an + 3)

Operations. The PC of the instruction immediately after the instruction executed before the
exception occurs is saved to the SPC. SR when the exception occursis saved to SSR.
H'5COissetin EXPEVT. The BL, MD, and RB hitsin SR are set to 1 and a branch occurs
to PC = VBR + H'0100.

Interrupts

* NMI

O
O

Conditions: NMI pin edge detection

Operations. The PC and SR after the instruction that receives the interrupt are saved to the
SPC and SSR, respectively. H'01CO isset to INTEVT and INTEVT2. The BL, MD, and
RB bits of the SR are set to 1 and a branch occursto PC = VBR + H'0600. Thisinterrupt is
not masked by SR.IMASK and received with top priority when the SR's BL bitin SR isO.
When the BL bit is 1, the interrupt is masked. When BLMSK in ICRI isalogic zero and
not masked when BLMSK in ICRI isalogic one. See section 6, Interrupt Controller
(INTC), for more information.
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L]

IRL Interrupts

O

O

Conditions: The value of the interrupt mask bitsin SR islower than the IRL3 to IRLO level
and the BL bitin SR is0. The interrupt is accepted at an instruction boundary.

Operations. The PC after the instruction that accepts the interrupt is saved to the SPC. SR
at the time the interrupt is accepted is saved to SSR. The code corresponding to the
IRL3to IRLO level isset in INTEVT and INTEVT2. The corresponding code is given as
H'200 + B' (IRL3-RL0) x H'20. Seetable 6.4 for the corresponding code. The BL, MD,
and RB bitsin SR are set to 1 and a branch occursto VBR + H'0600. The received level is
not set in the interrupt mask bit of SR. See section 6, Interrupt Controller (INTC), for more
information.

IRQ Pin Interrupts

O

Conditions: IRQ pinis asserted and the interrupt mask bit of SR islower than the IRQ
priority level and the BL bit in SR is0. The interrupt is accepted at an instruction
boundary.

Operations. The PC after the instruction that accepts the interrupt is saved to the SPC. The
SR at the point the interrupt is accepted is saved to the SSR. The code corresponding to the
interrupt sourceisset to INTEVT and INTEVT2. TheBL, MD, and RB bhits of the SR are
set to 1 and a branch occursto VBR + H'0600. The received level is not set to the interrupt
mask hit of SR. See section 6, Interrupt Controller (INTC), for more information.

On-Chip Peripheral Module Interrupts

O

Conditions. The interrupt mask bit of SR is lower than the on-chip peripheral module
(TMU, RTC, SCI0, SCI2, A/D, LCDC, PCC, DMAC, WDT, REF) interrupt level and the
BL bitin SRis0. Theinterrupt is accepted at an instruction boundary.

Operations. The PC after the instruction that accepts the interrupt is saved to the SPC. The
SR at the point the interrupt is accepted is saved to the SSR. The code corresponding to the
interrupt sourceisset to INTEVT and INTEVT2. The BL, MD, and RB bits of the SR are
set to 1 and a branch occursto VBR + H'0600. See section 6, Interrupt Controller (INTC),
for more information.

H-UDI Interrupt

O

Conditions: H-UDI interrupt command isinput (see section 21.4.4, H-UDI Interrupt) and
the interrupt mask bit of SR islower than 15 and the BL bit in SR is0. Theinterrupt is
accepted at an instruction boundary.

Operations. The PC after the instruction that accepts the interrupt is saved to the SPC. The
SR at the point the interrupt is accepted is saved to the SSR. H'5EQ isset to INTEVT and
INTEVT2. The BL, MD, and RB bits of the SR are set to 1 and a branch occursto VBR +
H'0600. See section 6, Interrupt Controller (INTC), for more information.
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4.5

Usage Note

Return from exception processing

O

O

Check the BL bit in SR with software. When the SPC and SSR have been saved to external
memory, set the BL bit in SR to 1 before restoring them.

Issue an RTE instruction. Set the SPC in the PC and SSR in SR with the RTE instruction,
branch to the SPC address, and return from exception processing.

Operation when exception or interrupt occurs while SR.BL =1

O

Interrupt: Acceptance is suppressed until the BL bit in SR is set to O by software. If thereis
arequest and the reception conditions are satisfied, the interrupt is accepted after the
execution of the instruction that sets the BL bit in SR to 0. During the sleep or standby
mode, however, the interrupt will be accepted even when the BL bitin SRis 1.

NMI is accepted when BLMSK in ICRLis1.

Exception: No user break point trap will occur even when the break conditions are met.
When one of the other exceptions occurs, a branch is made to the fixed address of the reset
(H'A0000000). In this case, the values of the EXPEV T, SPC, and SSR registersare
undefined.

Differently from general reset processing, no signal is output from STATUSO and
STATUSL.

SPC when an Exception Occurs. The PC saved to the SPC when an exception occursis as
shown below:

O

Re-executing-type exceptions: The PC of the instruction that caused the exception isset in
the SPC and re-executed after return from exception processing. If the exception occurred
in adelay dot, however, the PC of the immediately prior delayed branch instruction is set
in the SPC. If the condition of the conditional delayed branch instruction is not satisfied,
the delay slot PC is set in SPC.

Compl eted-type exceptions and interrupts: The PC of the instruction after the one that
caused the exception is set in the SPC. If the exception was caused by a delayed
conditional instruction, however, the branch destination PC is set in SPC. If the condition
of the conditional delayed branch instruction is not satisfied, the delay slot PCis setin
SPC.

Initial register values after reset

O

O

Undefined registers
RO_BANKO/1to R7_BANKO/1, R8to R15, GBR, SPC, SSR, MACH, MACL, PR
Initialized registers
VBR = H'00000000

SRMD=1,SRBL=1,SR.RB =1, SR.I3to SR.I0 =H'F, SR.CL =0. Other SR bhits are
undefined.

PC = H'A0000000
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« Ensurethat an exception is not generated at an RTE instruction delay slot, as operation is not
guaranteed in this case.

«  WhentheBL hitinthe SR register is set to 1, ensure that a TLB-related exception or address
error does not occur at an LDC instruction that updates the SR register and the following
instruction. This occurrence will be identified as multiple exceptions, and may initiate reset
processing.
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Section5 Cache

5.1 Feature

¢ Instruction/data mixed, 16-byte cache

e 256 entries/way, 4-way set associative, 16-byte block
¢ Write-back/write-through selectable

¢ LRU replacing algorithm

e 1-stage write-back buffer

¢ A maximum of two ways lockable

511 Cache Structure

The cache uses a4-way set associative system. It is composed of four ways (banks), each of which
is divided into an address section and a data section. Each of the address and data sectionsis
divided into 256 entries. The data section of the entry is called aline. Each line consists of 16
bytes (4 bytes x 4). The data capacity per way is 4 kbytes (16 bytes x 256 entries), with atotal of
16 kbytesin the cache as awhole (4 ways). Figure 5.1 shows the cache structure.

Address array (ways 0 to 3) Data array (ways O to 3) LRU
I
I_I— I
1
Entry0| v | U | Tag address 0] Lwo LW1 LW2 LW3 0
Entry 1 1 1
Entry 255 | T 255 | T 255
24 (1 + 1 + 22) bits 128 (32 x 4) bits 6 bits

-— -~

LWO to LW3: Longword data 0 to 3

Figure5.1 Cache Structure
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Address Array: TheV bit indicates whether the entry datais valid. When the V bitis 1, datais
valid; when 0, datais not valid. The U bit indicates whether the entry has been written to in write-
back mode. When the U bit is 1, the entry has been written to; when 0, it has not. The address tag
holds the physical address used in the external memory access. It is composed of 22 bits (address
bits 31 to 10) used for comparison during cache searches.

In the SH7706, the top three of 32 physical address bits are used as shadow bits (see section 8, Bus
State Controller (BSC)), and therefore in a normal replace operation the top three bits of the tag
address are cleared to O.

TheV and U bitsare initialized to 0 by a power-on reset, but are not initialized by a manual reset.
The tag addressis not initialized by either a power-on or manual reset.

Data Array: Holds a 16-byte instruction or data. Entries are registered in the cache in line units
(16 bytes). The data array is not initialized by a power-on or manual reset.

LRU: With the 4-way set associative system, up to four instructions or data with the same entry
address (address bits 11 to 4) can be registered in the cache. When an entry isregistered, the LRU
bits show which of the four ways it isrecorded in. There are six LRU bits, controlled by hardware.
A least recently used (LRU) agorithm, which selects the way that has been used least recently, is
used to select the way.

The LRU bits also indicate the way to be replaced when a cache miss occurs. Table 5.1 shows the
relationship between the LRU bits and the way to be replaced when cache locking mechanismis
disabled. (For details on the case when cache locking mechanism is enabled, see section 5.2.2,
Cache Control Register 2 (CCR2)). If abit pattern other than those listed in table 5.1 is set in the
LRU bits by software, the cache will not function correctly. When modifying the LRU bits by
software, set one of the patterns listed in table 5.1.

The LRU bits areinitialized to B'000000 by a power on reset, but are not initialized by a manual
reset.

Table5.1 LRU and Way Replacement

Way to be Replaced (when cache

LRU (5 to 0) locking mechanism is disabled)
000000, 000100, 010100, 100000, 110000, 110100 3
000001, 000011, 001011, 100001, 101001, 101011 2
000110, 000111, 001111, 010110, 011110, 011111 1
111000, 111001, 111011, 111100, 111110, 111111 0
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52  Register Description

The cacheincludes the following registers. Refer to section 23, List of Registers, for more details
of the addresses and access sizes.

e Cache contral register (CCR)
e Cache control register 2 (CCR2)

521 Cache Control Register (CCR)

The cacheis enabled or disabled using the CE bit of the cache control register (CCR). CCR aso
has a CF bit (which invalidates all cache entries), and aWT and CB bits (which select either write-
through mode or write-back mode). Programs that change the contents of the CCR register should
be placed in address space that is not cached.

Bit Bit Name Initial Value R/W  Description
31to4 O All 0 R Reserved

These bits are always read as 0. The write value
should always be 0.

3 CF 0 R Cache Flash

When 1 is set, the V, U and LRU bits of all cache
entries are cleared to 0 (flush).

This bit is always read as 0. Write-back to external
memory is not performed when the cache is flushed.

2 CB 0 R/W  Cache Write-back
Indicates the cache's operating mode for area P1.

0: Write-through mode
1: Write-back mode
1 WT 0 R/W  Write through

Indicates the cache's operating mode for area PO, UO,
and P3.

0: Write-back mode
1: Write-through mode
0 CE 0 R/W  Cache enable
Indicates whether to use the cache function.

0: Cache not used
1: Cache used
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522 Cache Control Register 2 (CCR2)

Cache control register 2 (CCR2) enables or disables the cache locking mechanism. This register
setting isvalid only in cache locking mode. Cache locking mode is enabled when the cache
locking bit (bit 12) of the status register (SR) is set to 1, and disabled when it is cleared to 0.

If a cache miss occurs during prefetch instruction (PREF) execution in cache locking mode, one
line size of data pointed by Rn isloaded into the cache according to the W3LOAD, W3LOCK,
W2LOAD, and W2LOCK hit settings of CCR2 (bits 9, 8, 1, and 0). Table 5.2 shows the
relationship between each bit setting and the way to be replaced when the prefetch instructionis
executed. On the other hand, if a cache hit occurs during prefetch instruction (PREF) execution, no
dataisloaded into the cache and entries that have been valid in the cache are maintained. For
instance, if one line size of data pointed by Rn exists at way 0, and if the prefetch instructionis
executed while the cache lock, W3LOAD, and W3LOCK are set to 1s, a cache hit occurs and data
is not brought to way 3.

When a cacheis accessed by other than the prefetch instruction in cache locking mode, the ways
to be replaced are controlled by the W3LOCK and W2LOCK bit settings. Table 5.3 shows the
relationship between CCR2 hit settings and the way to be replaced.

A program to modify the CCR2 contents should be placed at an address area whose datais not
cached.

Bit Bit Name Initial Value R/W Description

31to10 O All O R Reserved

These bits are always read as 0. The write value
should always be 0.

W3LOAD: Way 3 load

W3LOCK: Way 3 Lock

When W3LOACK =1 & W3LOAD =1 & SR.CLis 1,
the prefetched data will always be loaded into Way3.
In all other conditions, the prefetched data will be
loaded into the way pointed by LRU.

7102 O AllO R Reserved

These bits are always read as 0. The write value
should always be 0.

W3LOAD: Way 2 load

W3LOCK: Way 2 Lock

When W3LOACK =1 & W3LOAD =1 & SR.CLis 1,
the prefetched data will always be loaded into Way?2.

In all other conditions, the prefetched data will be
loaded into the way pointed by LRU.

Note: Do not set 1 into W2LOAD and W3LOAD at the same time.

9 W3LOAD O

w
8 W3LOCK w

1 W2LOAD O
W2LOCK

g =
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Whenever CCR2 bit 8 (W3LOCK) or bit 0 (W2LOCK) is high level the cacheislocked. The
locked data will not be overwritten unless W3LOCK bit and W2LOCK bit are reset or the PREF
condition during cache locking mode watches. During cache locking mode, the LRU in table 5.1
will be replaced by tables 5.4 to 5.6.

Table5.2 Way to be Replaced when Cache Miss Occursduring PREF Instruction
Execution

CL bit W3LOAD W3LOCK W2LOAD W2LOCK Way to be Replaced

0 * * * * According to LRU (table 5.1)
1 * 0 * 0 According to LRU (table 5.1)
1 * 0 0 1 According to LRU (table 5.4)
1 0 1 * 0 According to LRU (table 5.5)
1 0 1 0 1 According to LRU (table 5.6)
1 0 * 1 1 Way 2

1 1 1 0 * Way 3

Note: Do not set 1 into W2LOAD and W3LOAD at the same time.

* Don't care

Table5.3 Way to be Replaced when Cache Miss Occursduring Execution of Instruction
other than PREF Instruction

CL bit W3LOAD W3LOCK W2LOAD W2LOCK Way to be Replaced

0 * * * * According to LRU (table 5.1)
1 * 0 * 0 According to LRU (table 5.1)
1 * 0 * 1 According to LRU (table 5.4)
1 * 1 * 0 According to LRU (table 5.5)
1 * 1 * 1 According to LRU (table 5.6)
Note: Do not set 1 into W2LOAD and W3LOAD at the same time.

* Don't care

Table5.4 LRU and Way Replacement (when W2LOCK=1)

LRU (5to 0) Way to be Replaced
000000, 000001, 000100, 010100, 100000, 100001, 110000, 110100 3
000011, 000110, 000111, 001011, 001111, 010110, 011110, 011111 1
101001, 101011, 111000, 111001, 111011, 111100, 111110, 111111 0
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Table5.5 LRU and Way Replacement (when W3LOCK=1)

LRU (5to 0) Way to be Replaced
000000, 000001, 000011, 001011, 100000, 100001, 101001, 101011 2

000100, 000110, 000111, 001111, 010100, 010110, 011110, 011111 1

110000, 110100, 111000, 111001, 111011, 111100, 111110, 111111 0

Table5.6 LRU and Way Replacement (when W2LOCK=1 and W3LOCK=1)

LRU (5 to 0) Way to be Replaced

000000, 000001, 000011, 000100, 000110, 000111, 001011, 001111, 1
010100, 010110, 011110, 011111

100000, 100001, 101001, 101011, 110000, 110100, 111000, 111001, 0
111011, 111100, 111110, 111111

53 Operation

531 Sear ching the Cache

If the cache is enabled, whenever instructions or datain memory are accessed the cache will be
searched to see if the desired instruction or dataisin the cache. Figure 5.2 illustrates the method
by which the cache is searched. The cacheis a physical cache and holds physical addressesin its
address section.

Entries are selected using bits 11 to 4 of the address (virtual) of the access to memory and the
address tag of that entry isread. In parallel to reading of the address tag, the virtual addressis
translated to aphysical addressin the MMU. The physical address after trandation and the
physical address read from the address section are compared. The address comparison uses all four
ways. When the comparison shows a match and the selected entry isvalid (V = 1), acache hit
occurs. When the comparison does not show a match or the selected entry is not valid (V = 0), a
cache miss occurs.
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Virtual address

31 12 11

-—

Entry selection

MMU

1 I

Longword (LW) selection

Ways 0 to 3

Ways 0to 3

I_I— I I

o|v|U|Tag

address LWO LW1

Lw2

LW3

255

Physical address

Legend

CMPO: Comparison circuit 0
CMP1: Comparison circuit 1
CMP2: Comparison circuit 2
CMP3: Comparison circuit 3

probe

(CMPO|CMP1|CMP2|CMP3

l

Hit signal 1

Figure5.2 Cache Search Scheme (Normal Mode)

5.3.2 Read Access

Read Hit: In aread access, instructions and data are transferred from the cache to the CPU. The

LRU is updated.

Read Miss: An external bus cycle starts and the entry is updated. The way replaced is shown in
table 5.3. Entries are updated in 16-byte units. When the desired instruction or data that caused the
missisloaded from external memory to the cache, the instruction or datais transferred to the CPU
in parallel with being loaded to the cache. When it is loaded in the cache, the U bit is cleared to O

and the V bitissetto 1.
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533 Prefetch Operation

Prefetch Hit: LRU is updated so that the way that has been hit to be the latest. Other contents of
the cache are not updated. Instruction or datais not transferred to the CPU.

Prefetch Miss: Instruction or datais not transferred to the CPU. The way to be replaced islisted
in table 5.2. Other operations are same as those in read miss.

534 Write Access

Write Hit: In awrite access in the write-back mode, the data is written to the cache and the U bit
of the entry written is set to 1. Writing occurs only to the cache; no external memory write cycle is
issued. In the write-through mode, the data is written to the cache and an external memory write
cycleisissued.

Write Miss: In the write-back mode, an external write cycle starts when a write miss occurs, and
the entry is updated. The way to be replaced is shown in table 5.3. When the U bit of the entry to
be replaced is 1, the cachefill cycle starts after the entry is transferred to the write-back buffer.
The write-back unit is 16 bytes. Datais written to the cache and the U bit and V bit are set to 1.
After the cache completesitsfill cycle, the write-back buffer writes back the entry to the memory.
In the write-through mode, no write to cache occurs in awrite miss; the write is only to the
external memory.

535 Write-Back Buffer

When the U bit of the entry to be replaced in the write-back modeis 1, it must be written back to
the external memory. To increase performance, the entry to be replaced isfirst transferred to the
write-back buffer and fetching of new entries to the cache takes priority over writing back to the
external memory. After fetching of new entriesto the cache is completed, the datain the write-
back buffer iswrite back to the external memory. During the write back cycles, the cache can be
accessed. The write-back buffer can hold one line of the cache data (16 bytes) and its physical
address. Figure 5.3 shows the configuration of the write-back buffer.

PA (31to 4) Longword 0 Longword 1 Longword 2 Longword 3

PA (31 to 4): Physical address written to external memory
Longword 0O to 3: The line of cache data to be written to
external memory

Figure5.3 Write-Back Buffer Configuration
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5.3.6 Coherency of Cache and External Memory

Use software to ensure coherency between the cache and the external memory. To alocate
memory shared by this LS| and the external device to an address area to be cached, invalidate the
entries by operating the memory allocating cache as required. If necessary, for the memory shared
by the CPU and the direct memory access controller in this LSI, invalidation must also be
performed in the same way as described above.

54 Memory-M apped Cache

To alow software management of the cache, cache contents can be read and written by means of
MOV instructions in the privileged mode. The cache is mapped onto the P4 areaiin virtual address
space. The address array is mapped onto addresses H'FO000000 to H'FOFFFFFF, and the data
array onto addresses H'F1000000 to H'F1FFFFFF. Only longword can be used as the access size
for the address array and data array, and instruction fetches cannot be performed.

54.1 Address Array

The address array is mapped onto H'FO000000 to H'FOFFFFFF. To access an address array, the
32-bit address field (for read/write accesses) and 32-bit data field (for write accesses) must be
specified. The address field specifies information for selecting the entry to be accessed; the data
field specifiesthe tag address, V bit, U bit, and LRU bits to be written to the address array (figure
5.4 (2)).

In the address field, specify the entry address for selecting the entry (bits 11 to 4), W for selecting
the way (bits 13 and 12: 00isway 0, 01l isway 1, 10isway 2, and 11 isway 3), A for selecting
the associative operation (bit 3), and H'FO to indicate address array access (bits 31 to 24).

In datafield, specify the tag address (bits 31 to 10), LRU bits (bits 9 to 4), U bit (bit 1), and V bit
(bit 0). Upper three bits of the tag address (bits 31 to 29) should always be 0.

The following three operations are enabled for the address array.

Address Array Read: Read the tag address, LRU bits, U hit, and V bit of the entry specified by
the entry address and the way number. When reading, no associative operation is performed
regardless of the value of the associative bit (bit A) specified in the address.

Address Array Write (without associative operation): Write the tag address, LRU bits, U bit,
and V bit specified in the data field to the entry specified by the entry address and the way

number. The associative bit (bit A) should be 0. If datais written to the cache line in which U and
V hits are set to 1, the cache line is written back, and then the tag address, LRU bits, U bit, and V
bit specified in the data field are written to. However, when 0 is written to the V bit, 0 must also be
written to the U bit of that entry.
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Address Array Write (with associative operation): When writing while the associative bit (bit
A) is 1, the addresses of four entries selected by the entry addresses are compared to the tag
addresses specified in the data field. Asaresult of the comparison, U bit and V bit specified in the
datafield are written to the entry for the hit way. Note however, that the tag address and LRU bits
are not changed. When no ways are hit, nothing is written to the address array and no operation
occurs. Thisoperation is used to invalidate a specific entry of the cache. When the U bit of the hit
entry is 1, write back is occurs. However, when 0 is written to the V bit, O must also be written to
the U bit of that entry.

542 Data Array

The data array is mapped onto H'F1000000 to H'F1FFFFFF. To access a data array, the 32-bit
addressfield (for read/write accesses) and 32-bit data field (for write accesses) must be specified.
The address field specifies information for selecting the entry to be accessed; the data field
specifies the longword data to be written to the data array.

In the address field, specify the entry address for selecting the entry (bits 11 to 4), L indicating the
longword position within the (16-byte) line (bits 3 and 2: 00 islongword 0, 01 islongword 1, 10 is
longword 2, and 11 islongword 3), W for selecting the way (bits 13 and 12: 00 isway 0, 01 is way
1, 10isway 2, and 11 isway 3), and H'F1 to indicate data array access (bits 31 to 24).

The access size of the data array is fixed at longword, so 00 should be specified to bits1 and 0 in
the address field.

The following two operations are enabled for data array. However, information of the address
array is not changed by the following operations.

Data Array Read: Reads data specified by L (bits 3 and 2) in the address field from the entry
specified by the entry address and the way number.

Data Array Write: Writes alongword data specified by the datafield to the position specified by
L (bits 3 and 2) in the address field from the entry specified by the entry address and the way
number.
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(1) Address array access
Address specification

Read access

31 24 23 14 13 12 11 4 3 2 0
[ 11120000 | *..cooooenn. W | Entryaddress | 0 |

*
o
o

Write access

31 24 23 14 13 12 11 4 3 2 0
[ 11120000 | *........... * | W | Entryaddress |A |

*
o
o

Data specification (both read and write accesses)

313029 10 9 4 3 2 1 0
[o[o0]0] Address tag (28-10) | LRU | X X JU[ V|

(2) Data array access (both read and write accesses)
Address specification

31 24 23 14 13 12 11 4 3 2 1 0
[ 11110001 | *............ « | W | Entryaddress | L |0 0 |

Data specification

31 0
| Longword |

X: 0 for read, don't care for write
*: Don't care

Figure5.4 Specifying Addressand Data for M emory-M apped Cache Access
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54.3 Usage Examples

1. Invalidating Specific Entries

Specific cache entries can be invalidated by writing O to the entry's U and V bit. When the A
bit is 1, the address tag specified by the write datais compared to the address tag within the
cache selected by the entry address, and data is written when a match is found. If no match is
found, there is no operation. When the V bit of the entry is 1, awrite back occurs.

; RO=H 0110 0010; VPN=B' 00 0000 0100 0100 0000 0000, UW=0, V=0
; R1=H FOOO 0088; address array access, entry=B 0000 1000, A-1

MOV. L RO, @1

2. Reading the Data of a Specific Entry

This example reads the data section of a specific cache entry. The longword indicated in the
datafield of the dataarray in figure 5.6 is read to the register.

; Rl=H F100 004C; data array access, entry=B" 0000 0100, Way=0,
; longword address=3

MOV.L @R0,R1 ; Longword 3 is read.
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Section 6 Interrupt Controller (INTC)

The interrupt controller (INTC) ascertains the priority of interrupt sources and controls interrupt
requests to the CPU. The INTC hasregisters for setting the priority of each interrupt, and interrupt
requests are handled according to the priorities set in these registers.

6.1 Feature
INTC has the following features:

« 16 levelsof interrupt priority can be set: By setting the five interrupt-priority registers, the
priorities of on-chip peripheral module, IRQ interrupts can be selected from 16 levels for
individual request sources.

¢ NMI noise canceler function: NMI input-level bit indicates NMI pin states. By reading this bit
in the interrupt exception service routine, the pin state can be checked, enabling it to be used as
anoise canceler.

» External devices can be notified that an interrupt has been received (IRQOUT): When the
SH7706 has released the bus right, the external bus master can be notified that an external
interrupt, an on-chip peripheral module interrupt or a memory refresh request has occurred,
enabling this LS| to request the busright.
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Figure 6.1 isablock diagram of the INTC.

IRQOUT 0 .
NMI ——————] '
IRL3to IRLO0 ——F— Input !
H 4 control \
IRQO to IRQ5 :—»GL> i
—| com- | !
DMAC . (Interrupt request) parator \
SCIF : (Interrupt request) Priority E
scl : (Interrupt request) identifier :
ADC 1 (Interrupt request) E
T™MU , (Interrupt request) i
RTC | (Interrupt request) .
WDT : (Interrupt request) E
1 (Interrupt request/ E
REF ! refresh request) !
' (Interrupt request) :
H-UDI T !
: =—| = |
: IPRA to IPRE
: < Bus ,
: interface .
H e eoooooooooooooo- INTC ---

Legend

TMU:  Timer unit
RTC: Realtime clock unit
SCI:  Serial communication interface
SCIF: Serial communication interface (with FIFO)
WDT: Watchdog timer
REF: Refresh requests in the bus state controller
ICR: Interrupt control register
IPRA-IPRE: Registers A-E for setting the interrupt proprity levels
SR: Status register
DMAC: Direct memory access controller
ADC: Analog-to-digital converter
H-UDI:  User debugging interface

Interrupt
request

Internal bus

Figure6.1 INTC Block Diagram
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6.2 I nput/Output Pin
Table 6.1 liststhe INTC pin configuration.

Table6.1 Pin Configuration

Name Abbreviation /O  Description
Nonmaskable interrupt input pin ~~ NMI I Nonmaskable interrupt request signal
input
Interrupt input pins IRQ5t0 IRQO | Interrupt request signal input
1RL3 to IRLO (Maskable by interrupt mask bits in
SR)
Interrupt request output pin IRQOUT (0] Output of signal that notifies external

devices that an interrupt source or
memory refresh has occurred

6.3 Interrupt Sources

There are 4 types of interrupt sources. NMI, IRQ, IRL, and on-chip peripheral modules. The
priority of each interrupt isindicated by a priority level value (16 to 0), with level 16 as the highest
and level 1 asthelowest. When level 0 is set, the interrupt is masked and interrupt requests are
ignored.

6.3.1 NMI Interrupts

The NMI interrupt has the highest priority level of 16. When the BLM SK bit of the interrupt
control register (ICR1) is 1 or the BL bit of the status register (SR) is 0, NMI interrupts are
accepted when the MALI bit of the ICR1 register is 0. NMI interrupts are edge-detected. In sleep or
software standby mode, the interrupt is accepted regardliess of the BL. The NMI edge select bit
(NMIE) in the interrupt control register O (ICRO) is used to select either therising or falling edge.
When the NMIE bit of the ICRO register is changed, the NMI interrupt is not detected for 20
cycles after changing the ICRO. NMIE to avoid a false detection of the NMI interrupt. NM|
interrupt exception processing does not affect the interrupt mask level bits (13 to 10) in the status
register (SR).

When the BL bit is 1 and the BLMSK bit of the ICR1 register isset to 1, only NMI interrupts are
accepted and the SPC register and SSR register are updated by the NMI interrupt handler, making
it impossible to return to the original processing from exception processing initiated prior to the
NMI. Use should therefore be restricted to cases where return is not necessary.

It is possible to wake the chip up from the software standby state with an NMI interrupt (except
when the MALI bit of the ICRL register is set to 1).
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6.3.2 IRQ Interrupt

IRQ interrupts are input by priority from pins IRQO to IRQ5 with alevel or an edge. The priority
level can be set by priority setting registers C to D (IPRC to IPRD) in arange from levels 0 to 15.

When using edge-sensing for IRQ interrupts, clear the interrupt source by having software read 1
from the corresponding bit in IRRO, then write O to the bit.

When the ICRL1 register is rewritten, IRQ interrupts may be mistakenly detected, depending on the
pin states. To prevent this, rewrite the register while interrupts are masked, then rel ease the mask
after clearing theillegal interrupt by writing O to interrupt request register 0 (IRRO).

It is necessary for an edge input interrupt detection to input a pulse width more than two-cycle
width by peripheral clock (Pg) basis.

Inlevel detection, keep the level until the CPU accepts an interrupt and starts the interrupt
processing.

Theinterrupt mask bits (13 to 10) of the status register (SR) are not affected by IRQ interrupt
processing.

Interrupts IRQ4 to IRQO can wake the chip up from the software standby state when the relevant
interrupt level is higher than 13 to 10 in the SR register (but only when the RTC 32-kHz oscillator
isused).

Notes: When the IRQ is used in edge sensitive, pay attention to the following:

1. If anIRQ edgeisinput immediately before the CPU enters standby mode (the period
between the SLEEP instruction executed by the CPU to high level of STATUSD), an
interrupt may not be detected. In this case, when an IRQ edge isinput again after
STATUSO becomes high level, an interrupt is detected.

2. If an IRQ edgeisinput while the frequency is changed by the FRQCR STC bit (when
the WDT is counting), an interrupt may not be detected. In this case, when an IRQ
edge isinput again after the WDT halts counting, an interrupt is detected.

Rev. 4.00, 03/04, page 114 of 660
RENESAS



6.3.3 IRL Interrupts

IRL interrupts are input by level at pins IRL3 to IRLO. The priority level isthe higher of those
indicated by pinsIRL3 to IRLO. An IRL3 to IRLO value of 0 (0000) indicates the highest-level
interrupt request (interrupt priority level 15). A value of 15 (1111) indicates no interrupt request
(interrupt priority level 0). Figure 6.2 shows an examples of an IRL interrupt connection. Table
6.2 shows IRL pins and interrupt levels.

This LSI

Interrupt ——————[  Priority 4
request S 1 encoder ——F—— | IRL3to IRLO
IRL3 to IRLO

Figure 6.2 Exampleof IRL Interrupt Connection

Table6.2 IRL3toIRLO Pinsand Interrupt Levels

IRL3 IRL2 IRL1 IRLO Interrupt Priority Level Interrupt Request

0 0 0 0 15 Level 15 interrupt request
0 0 0 1 14 Level 14 interrupt request
0 0 1 0 13 Level 13 interrupt request
0 0 1 1 12 Level 12 interrupt request
0 1 0 0 11 Level 11 interrupt request
0 1 0 1 10 Level 10 interrupt request
0 1 1 0 9 Level 9 interrupt request
0 1 1 1 8 Level 8 interrupt request
1 0 0 0 7 Level 7 interrupt request
1 0 0 1 6 Level 6 interrupt request
1 0 1 0 5 Level 5 interrupt request
1 0 1 1 4 Level 4 interrupt request
1 1 0 0 3 Level 3 interrupt request
1 1 0 1 2 Level 2 interrupt request
1 1 1 0 1 Level 1 interrupt request
1 1 1 1 0 No interrupt request
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A noise-cancellation feature is built in, and the IRL interrupt is not detected unless the levels
sampled at every supporting module cycle remain unchanged for two consecutive cycles, so that
no transient level on the IRL pin change is detected. In the software standby mode, as the
peripheral clock is stopped, noise cancellation is performed using the 32-kHz clock for the RTC
instead. Therefore when the RTC is not used, interruption by means of IRL interrupts cannot be
performed in software standby mode.

The priority level of the IRL interrupt must not be lowered unless the interrupt is accepted and the
interrupt processing starts. If the level is not retained, correct operation is not guaranteed.
However, the priority level can be changed to a higher one.

The interrupt mask bits (13 to 10) in the status register (SR) are not affected by IRL interrupt
processing.

6.3.4 On-Chip Peripheral Module Interrupts
On-chip peripheral module interrupts are generated by the following eight modules:

e Timer unit (TMU)

¢ Redtimeclock (RTC)

» Seria communication interface (SCI, SCIF)
« Bus state controller (BSC)

» Watchdog timer (WDT)

¢ Direct memory access controller (DMAC)

* A/D converter (ADC)

e User debugging interface (H-UDI)

Not every interrupt source is assigned a different interrupt vector, but sources are reflected in the
interrupt event registers (INTEVT and INTEVT2), so it is easy to identify sources by branching
withthe INTEVT or INTEV T2 register value as an offset.

The priority level (from 0 to 15) can be set for each module except for H-UDI by writing to the
interrupt priority setting registers A, B and E (IPRA, IPRB and IPRE). The priority level of H-
UDI interrupt is 15 (fixed).

Theinterrupt mask bits (13 to 10) of the SR are not affected by the on-chip peripheral module
interrupt processing.

TMU and RTC interrupts can restore the chip from the software standby state when the relevant
interrupt level is higher than 13 to 10 in the SR (but only when the RTC 32-kHz oscillator is used).
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6.3.5 Interrupt Exception Processing and Priority

Tables 6.3 and 6.4 lists the codes for the interrupt event register (INTEVT and INTEVT2), and the
order of interrupt priority. Each interrupt source is assigned unique code. The start address of the
interrupt service routine is common to each interrupt source. Thisiswhy, for instance, the value of
INTEVT or INTEVT2 isused as offset at the start of the interrupt service routine and branched to
identify the interrupt source.

The order of priority of the on-chip peripheral module, IRQ, and PINT interruptsis set within the
priority levels 0 to 15 at will by using the interrupt priority level set to registers A to E (IPRA to
IPRE). The order of priority of the on-chip peripheral module, IRQ, and PINT interruptsis set to
zero by RESET.

When the order of priorities for multiple interrupt sources are set to the same level and such
interrupts are generated at the same time, they are processed according to the default order listed
intables 6.3 and 6.4.

Table6.3 Interrupt Exception Handling Sourcesand Priority (IRQ M ode)

Interrupt Priority
INTEVT Code Priority IPR (Bit within IPR Default

Interrupt Source (INTEVT2 Code) (Initial Value) Numbers) Setting Unit  Priority
NMI H'1CO (H'1CO) 16 — — High
H-UDI H'5E0 (H'5E0) 15 — — A
IRQ IRQO H'200 to 3C0* (H'600) 0to 15 (0) IPRC(3to0) —

IRQ1 H'200 to 3C0* (H'620) 0to 15 (0) IPRC (7to4) —

IRQ2 H'200 to 3C0* (H'640) 0to 15 (0) IPRC (11t08) —

IRQ3 H'200 to 3C0* (H'660) 0to 15 (0) IPRC (15t0 12) —

IRQ4 H'200 to 3C0* (H'680) 0to 15 (0) IPRD(3t00) —

IRQ5 H'200 to 3C0* (H'6A0)  Oto 15 (0) IPRD (7to4) —
DMAC DEIO H'200 to 3CO* (H'800)  0to 15 (0) IPRE (15 to 12) High

DEI1 H'200 to 3C0* (H'820) ¢

DEI2 H'200 to 3CO* (H'840)

DEI3 H'200 to 3C0* (H'860) Low
SCIF ERI2 H'200 to 3C0* (H'900) 0to 15 (0) IPRE (7to 4) High
(SCI2)  Rrxi2 H'200 to 3CO* (H'920)

BRI2 H'200 to 3C0* (H'940) '

TXI2 H'200 to 3C0* (H'960) Low Low
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Interrupt Priority
INTEVT Code Priority IPR (Bit within IPR  Default

Interrupt Source (INTEVT2 Code) (Initial Value) Numbers) Setting Unit Priority
ADC ADI H'200 to 3CO* (H'980)  0to 15 (0) IPRE (3t0 0) — High
TMUO  TUNIO H'400 (H'400) 0to 15 (0) IPRA (15 to 12) — A
TMUL  TUNI1 H'420 (H'420) 0to 15 (0) IPRA(11t08) —
TMU2  TUNI2 H'440 (H'440) 0to 15 (0) IPRA (7to 4)  High

TICPI2 H'460 (H'460) Low
RTC ATI H'480 (H'480) 0to 15 (0) IPRA (3to 0)  High

PRI H'4A0 (H'4A0)

cul H'4CO0 (H'4C0) Low
SCI ERI H'4E0 (H'4EO0) 0to 15 (0) IPRB (7to 4)  High
(SCI0)  Rrxi H'500 (H'500)

TXI H'520 (H'520)

TEI H'540 (H'540) Low
WDT ITI H'560 (H'560) 0to 15 (0) IPRB (15 to 12) —
BSC RCMI H'580 (H'580) 0 to 15 (0) IPRB (11to 8) High v
(REF)  Rowi H'5A0 (H'5A0) Low Low
Note: * The code corresponding to an interrupt level shown in table 6.5 is set.
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Table6.4 Interrupt Exception Handling Sourcesand Priority (IRL Mode)
Interrupt Priority within
INTEVT Code Priority IPR (Bit IPR Setting  Default

Interrupt Source (INTEVT2 Code) (Initial Value) Numbers) Unit Priority
NMI H'1CO (H'1C0) 16 — — High
H-UDI H'5E0 (H'5EQ) 15 — — A
IRL TRL(3:0) = 0000  H'200 (H'200) 15 — —

TRL(3:0) = 0001  H'220 (H'220) 14 — —

TRL(3:0) = 0010  H'240 (H'240) 13 — —

TRL(3:0) = 0011  H'260 (H'260) 12 — —

TRL(3:0) = 0100  H'280 (H'280) 11 — —

IRL(3:0) = 0101  H'2A0 (H'2A0) 10 — —

TRL(3:0) = 0110  H'2CO (H'2C0) 9 — —

IRL(3:0) = 0111  H'2EO (H'2E0) 8 — —

TRL(3:0) = 1000  H'300 (H'300) 7 — —

IRL(3:0) = 1001  H'320 (H'320) 6 — —

TRL(3:0) = 1010  H'340 (H'340) 5 — —

IRL(3:0) = 1011  H'360 (H'360) 4 — —

IRL(3:0) = 1100  H'380 (H'380) 3 — —

TRL(3:0) = 1101  H'3A0 (H'3A0) 2 — —

IRL(3:0) = 1110  H'3CO (H'3C0) 1 — —
IRQ IRQ4 H'200 to 3CO* (H'680) 0to 15 (0) IPRD (3t0 0) —

IRQ5 H'200 to 3C0* (H'6A0) 0 to 15 (0) IPRD (7to 4) —
DMAC DEIO H'200 to 3C0* (H'800) 0 to 15 (0) IPRE (15 to 12) High

DEI1 H'200 to 3CO0* (H'820)

DEI2 H'200 to 3C0* (H'840)

DEI3 H'200 to 3CO0* (H'860) Low
SCIF  ERI2 H'200 to 3C0* (H'900) 0 to 15 (0) IPRE (7to 4) High
(SCI2)  Rxi2 H'200 to 3C0* (H'920)

BRI2 H'200 to 3CO* (H'940)

TXI2 H'200 to 3C0* (H'960) Low y
ADC ADI H'200 to 3CO* (H'980) 0to 15 (0) IPRE (3to 0) — Low

RENESAS
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Interrupt Priority

INTEVT Code Priority IPR within IPR  Default

Interrupt Source (INTEVT2 Code) (Initial Value) (Bit Numbers) Setting Unit Priority
TMUO  TUNIO H'400 (H'400) 0 to 15 (0) IPRA (15 to 12) — High
TMU1  TUNI1 H'420 (H'420) 0to 15 (0) IPRA(11t08) —
TMU2  TUNI2 H'440 (H'440) 0to 15 (0) IPRA (7to4) High

TICPI2 H'460 (H'460) Low
RTC ATI H'480 (H'480) 0to 15 (0) IPRA (3to 0) High

PRI H'4A0 (H'4A0)

cul H'4CO0 (H'4C0) Low
SClI ERI H'4EO (H'4EQ) 0to 15 (0) IPRB (7to4) High
(SCI0)  Rxi H'500 (H'500)

I H'520 (H'520)

TEI H'540 (H'540) Low
WDT Tl H'560 (H'560) 0to 15 (0) IPRB (15 to 12) —
BSC RCMI H'580 (H'580) 0to 15 (0) IPRB (11to 8) High
(REF) ROVI H'5A0 (H'5A0) Low Low

Note: * The code corresponding to an interrupt level shown in table 6.5 is set.

Table6.5 Interrupt Level and INTEVT Code

Interrupt level INTEVT Code

15 H'200

14 H'220

13 H'240

12 H'260

11 H'280

Iy
o

H'2A0

H'2CO0

H'2EOQ

H'300

H'320

H'340

H'360

H'380

H'3A0

RPINW| OO N|0|©

H'3CO
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6.4 Register Description

The INTC has the following registers. Refer to section 23, List of Registers, for more details of the
addresses and access sizes.

e Interrupt control register O (ICRO)
e Interrupt control register 1 (ICR1)
e Interrupt priority level setting register A (IPRA)
e Interrupt priority level setting register B (IPRB)
e Interrupt priority level setting register C (IPRC)
e Interrupt priority level setting register D (IPRD)
e Interrupt priority level setting register E (IPRE)
¢ Interrupt request register 0 (IRRO)
e Interrupt request register 1 (IRR1)
e Interrupt request register 2 (IRR2)

6.4.1 Interrupt Priority RegistersA to E (IPRA to IPRE)

The interrupt priority level setting registers A to E (IPRA to IPRE) are 16-bit read/write registers
that set priority levels from 0 to 15 for on-chip peripheral module interrupts. These registers are
initialized to H'0000 at power-on reset, manual reset, or in hardware standby mode, but is not
initialized in standby mode.

Table 6.6 lists the relationship between the interrupt sources and the IPRA to IPRE bits.

Table6.6 Interrupt Request Sourcesand IPRA to |PRE

Register Bits 15to 12 Bits 11to 8 Bits 7to 4 Bits 3to 0
IPRA TMUO TMU1 TMU2 RTC
IPRB WDT REF SCIO Reserved*
IPRC IRQ3 IRQ2 IRQ1 IRQO
IPRD Reserved* Reserved* IRQ5 IRQ4
IPRE DMAC Reserved* SCIF ADC

Note: * These bits are always read as 0. The write value should be 0.

Asshown in table 6.6, four sets of on-chip peripheral module, IRQ interrupts are assigned to each
register. 4-bit groups (bits 15 to 12, bits 11 to 8, bits 7 to 4, and bits 3 to 0) are set with values
from H'0 (0000) to H'F (1111). Setting H'0O means priority level 0 (masking is requested); H'F is
priority level 15 (the highest level). A reset initializes IPRA to IPRE to H'0000.

H'0 should be set into bits corresponding to an unused interrupt.
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6.4.2 Interrupt Control Register 0 (ICRO)

Theinterrupt control register 0 (ICRO) is a 16-hit register that setsthe input signal detection mode
of the external interrupt input pin NMI and indicates the input signal level to the NMI pin. This
register isinitialized to H'0000 at power-on reset or manual reset, but is not initialized in standby

mode.

Bit Bit Name Initial Value R/W

Description

15 NMIL 0/1* R

NMI Input Level

Sets the level of the signal input at the NMI pin. This
bit can be read to determine the NMI pin level. This bit
cannot be modified.

0: NMI input level is low
1: NMl input level is high

14t09 — All O R

Reserved

These bits are always read as 0. The write value
should always be 0.

8 NMIE 0 R/W

NMI Edge Select

Selects whether the interrupt request signal is
detected on the falling or rising edge of NMI input.

0: Interrupt request signal is detected on falling edge
of NMI input

1: Interrupt request signal is detected on rising edge
of NMI input

7t00 — All 0 R

Reserved

These bits are always read as 0. The write value
should always be 0.

Note: * When NMI input is high: 1; when NMI input is low: 0.
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6.4.3 Interrupt Control Register 1 (ICR1)

The interrupt control register 1 (ICR1) isa 16-bit register that specifies the detection mode to
external interrupt input pins, IRQO to IRQ5 individually: rising edge, falling edge, or low level.

Bit Bit Name Initial Value R/W Description

15 MAI 0 R/W  Mask All Interrupts

When set to 1, masks all interrupt requests when a
low level is being input to the NMI pin. Masks NMI
interrupts in standby mode.

0: All interrupt requests are not masked when a low
level is being input to the NMI pin

1: All interrupt requests are masked when a low level
is being input to the NMI pin
14 IRQLVL 1 R/W  Interrupt Request Level Detect

Selects whether the IRQ3 to IRQO pins are used as
four independent interrupt pins or as 15-level interrupt
pins encoded as IRL3 to IRLO.

0: Used as four independent interrupt request pins
IRQ3 to IRQO

1: Used as encoded 15-level interrupt pins as IRL3 to
IRLO

13 BLMSK 0 R/W  BL Bit Mask

Specifies whether NMI interrupts are masked when
the BL bit of the SR register is 1.

0: NMl interrupts are masked when the BL bitis 1
1: NMl interrupts are accepted regardless of the BL

bit setting
12 — 0 R Reserved
This bit is always read as 0. The write value should
always be 0.
11 IRQ51S 0 R/W IRQ5 Sense Select
10 IRQ50S 0 R/W  Select whether the interrupt signal to the IRQ5 pin is
detected at the rising edge, at the falling edge, or at
low level.
00: An interrupt request is detected at IRQ5 input
falling edge
01: An interrupt request is detected at IRQ5 input
rising edge
10: An interrupt request is detected at IRQ5 input low
level

11: Reserved (Setting prohibited)
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Bit Bit Name Initial Value R/W Description
9 IRQ41S 0 RMW IRQ4 Sense Select
8 IRQ40S 0 R/W  Select whether the interrupt signal to the IRQ4 pin is
detected at the rising edge, at the falling edge, or at
low level.
00: An interrupt request is detected at IRQ4 input
falling edge
01: An interrupt request is detected at IRQ4 input
rising edge
10: An interrupt request is detected at IRQ4 input
low level
11: Reserved (Setting prohibited)
7 IRQ31S 0 R/W IRQ3 Sense Select
6 IRQ30S 0 R/W  Select whether the interrupt signal to the IRQ3 pin is
detected at the rising edge, at the falling edge, or at
low level.
00: An interrupt request is detected at IRQ3 input
falling edge
01: An interrupt request is detected at IRQ3 input
rising edge
10: interrupt request is detected at IRQ3 input low
level
11: Rserved (Setting prohibited)
5 IRQ21S 0 R/W IRQ2 Sense Select
4 IRQ20S 0 R/W  Select whether the interrupt signal to the IRQ2 pin is

detected at the rising edge, at the falling edge, or at
low level.

00: An interrupt request is detected at IRQ2 input
falling edge

01: An interrupt request is detected at IRQZ2 input
rising edge

10: An interrupt request is detected at IRQ2 input
low level

11: Reserved (Setting prohibited)
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Bit Bit Name Initial Value R/W Description
3 IRQ11S 0 RMW IRQ1 Sense Select
2 IRQ10S 0 R/W  Select whether the interrupt signal to the IRQL1 pin is
detected at the rising edge, at the falling edge, or at
low level.
00: An interrupt request is detected at IRQ1 input
falling edge
01: An interrupt request is detected at IRQ1 input
rising edge
10: An interrupt request is detected at IRQ1 input
low level
11: Reserved (Setting prohibited)
IRQO1S 0 R/W IRQO Sense Select
IRQO0S 0 R/W  Select whether the interrupt signal to the IRQO pin is
detected at the rising edge, at the falling edge, or at
low level.
00: An interrupt request is detected at IRQO input
falling edge
01: An interrupt request is detected at IRQO input
rising edge
10: An interrupt request is detected at IRQO input
low level
11: Reserved (Setting prohibited)
6.4.4 Interrupt Request Register 0 (IRRO)

The interrupt request register 0 (IRRO) is an 8-bit register that indicates interrupt requests from

external input pins IRQO to IRQ5.

When clearing IRQ5R to IRQOR bit to 0, 0 should be written to the bit after the bit is set to 1 and
the contents of 1 are read. Only 0 can be written to IRQ5R to IRQOR.

Bit Bit Name

Initial Value R/W Description

7,6 All O R

Reserved

These bits are always read as 0. The write value should
always be 0.
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Bit Bit Name Initial Value R/W

Description

5 IRQ5R 0

R/W

IRQ5 Interrupt Request

Indicates whether an interrupt request is input to the
IRQ5 pin. When edge detection mode is set for IRQ5,
an interrupt request is cleared by clearing the IRQ5R
bit.

0: An interrupt request is not input to IRQ5 pin

1: An interrupt request is input to IRQ5 pin

4 IRQ4R 0

R/W

IRQ4 Interrupt Request

Indicates whether an interrupt request is input to the
IRQ4 pin. When edge detection mode is set for IRQ4,
an interrupt request is cleared by clearing the IRQ4R
bit.

0: An interrupt request is not input to IRQ4 pin

1: An interrupt request is input to IRQ4 pin

3 IRQ3R 0

R/W

IRQ3 Interrupt Request

Indicates whether an interrupt request is input to the
IRQ3 pin. When edge detection mode is set for IRQ3,
an interrupt request is cleared by clearing the IRQ3R
bit.

0: An interrupt request is not input to IRQ3 pin

1: An interrupt request is input to IRQ3 pin

2 IRQ2R 0

R/W

IRQ2 Interrupt Request

Indicates whether an interrupt request is input to the
IRQ2 pin. When edge detection mode is set for IRQ2,
an interrupt request is cleared by clearing the IRQ2R
bit.

0: An interrupt request is not input to IRQ2 pin

1: An interrupt request is input to IRQ2 pin

1 IRQ1R 0

R/W

IRQ1 Interrupt Request

Indicates whether an interrupt request is input to the
IRQ1 pin. When edge detection mode is set for IRQ1,
an interrupt request is cleared by clearing the IRQ1R
bit.

0: An interrupt request is not input to IRQ1 pin

1: An interrupt request is input to IRQ1 pin

0 IRQOR 0

R/W

IRQO Interrupt Request (IRQOR)

Indicates whether an interrupt request is input to the
IRQO pin. When edge detection mode is set for IRQO,
an interrupt request is cleared by clearing the IRQOR
bit.

0: An interrupt request is not input to IRQO pin

1: An interrupt request is input to IRQO pin

Rev. 4.00, 03/04, page 126 of 660

RENESAS



6.4.5 Interrupt Request Register 1 (IRR1)

Theinterrupt request register 1 (IRR1) is an 8-bit read-only register that indicates whether DMAC
or IrDA interrupt requests are generated.

Bit Bit Name Initial Value R/W Description
7t04 — AllO R Reserved

These bits are always read as 0. The write value should
always be 0.

3 DEI3R 0 R DEI3 Interrupt Request

Indicates whether a DEI3 (DMAC) interrupt request is
generated.

0: A DEI3 interrupt request is not generated
1: A DEI3 interrupt request is generated
2 DEI2R 0 R DEI2 Interrupt Request

Indicates whether a DEI2 (DMAC) interrupt request is
generated.

0: A DEI2 interrupt request is not generated
1: A DEI2 interrupt request is generated
1 DEI1R 0 R DEI1 Interrupt Request

Indicates whether a DEI1 (DMAC) interrupt request is
generated.

0: A DEI1 interrupt request is not generated
1: A DEI1 interrupt request is generated
0 DEIOR 0 R DEIO Interrupt Request

Indicates whether a DEIO (DMAC) interrupt request is
generated.

0: A DEIO interrupt request is not generated
1: A DEIO interrupt request is generated
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6.4.6 Interrupt Request Register 2 (IRR2)

The interrupt request register 2 (IRR2) is an 8-bit read-only register that indicates whether A/D
converter, or SCIF interrupt requests are generated.

Bit Bit Name Initial Value R/W Description

7t05 — All O R Reserved

These bits are always read as 0. The write value should
always be 0.

4 ADIR 0 R ADI Interrupt Request

Indicates whether an ADI (ADC) interrupt request is
generated.

0: An ADI interrupt request is not generated
1: An ADI interrupt request is generated

3 TXI2R 0 R TXI2 Interrupt Request

Indicates whether a TXI2 (SCIF) interrupt request is
generated.

0: TXI2 interrupt request is not generated
1: A TXI2 interrupt request is generated

2 BRI2R 0 R BRI2 Interrupt Request

Indicates whether a BRI2 (SCIF) interrupt request is
generated.

0: A BRI2 interrupt request is not generated
1: A BRI2 interrupt request is generated

1 RXI2R 0 R RXI2 Interrupt Request

Indicates whether an RXI2 (SCIF) interrupt request is
generated.

0: An RXI2 interrupt request is not generated
1: An RXI2 interrupt request is generated

0 ERI2R 0 R ERI2 Interrupt Request

Indicates whether an ERI2 (SCIF) interrupt request is
generated.

0: An ERI2 interrupt request is not generated
1: An ERI2 interrupt request is generated
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6.5 Operation

6.5.1 Interrupt Sequence

The sequence of interrupt operationsis explained below. Figure 6.3 is a flowchart of the
operations.

1
2.

© N o o

Theinterrupt request sources send interrupt request signalsto the interrupt controller.

The interrupt controller selects the highest priority interrupt from the interrupt requests sent,
following the priority levels set in interrupt priority registers A to E (IPRA to IPRE). Lower
priority interrupts are held pending. If two of these interrupts have the same priority level or if
multiple interrupts occur within a single module, the interrupt with the highest default priority
or the highest priority within its IPR setting unit (asindicated in table 6.3 and table 6.4) is
selected.

The priority level of the interrupt selected by the interrupt controller is compared with the
interrupt mask bits (13 to 10) in the status register (SR) of the CPU. If the request priority level
is higher than the level in bits I3 to 10, the interrupt controller accepts the interrupt and sends
an interrupt request signal to the CPU. When the interrupt controller receives an interrupt, a
low level is output from the IRQOUT pin.

Detection timing: The INTC operates in synchronization with the peripheral clock (Pg), and
reports the interrupt request to the CPU. The CPU receives an interrupt at abreak in
instruction.

The interrupt source codeis set in the interrupt event registers INTEVT and INTEVT2).

The SR and PC are saved to SSR and SPC, respectively.

TheBL, MD, and RB in SR are set to 1.

The CPU jumps to the start address of the interrupt handler (the sum of the value set in the
vector base register (VBR) and H'00000600). This jump is not a delayed branch. The interrupt
handler may branch with the INTEVT register value asits offset in order to identify the
interrupt source. This enables it to branch to the processing routine for the individual interrupt
source.

Notes: 1. Theinterrupt mask bits (13 to 10) in the SR are not changed by acceptance of an

interrupt in thisLSI.

2. IRQOUT outputs alow level until the interrupt request is cleared. However, if the
interrupt source is masked by an interrupt mask bit, the IRQOUT pin returns to the
high level. The level is output without regard to the BL bit.

3. Theinterrupt source flag should be cleared in the interrupt handler. The interrupt
source flag should be cleared in the interrupt handler. To ensure that an interrupt
request that should have been cleared is not inadvertently accepted again, read the
source flag after it has been cleared, then wait for the interval shown in"Time for

Rev. 4.00, 03/04, page 129 of 660
RENESAS



priority decision and SR mask hit comparison” in table 6.7 before clearing the BL bit
or executing an RTE instruction.

Program
execution state

= low?
NMI = low? Yes

Interrupt No

generated?

ICR1.BLMSK = 1?

SR.BL=0or
sleepmode?

Level 15
interrupt?

Level 14
interrupt?

IRQOUT = 1? Yes

1

Set interrupt cause in
INTEVT, INTEVT2

Save SR to SSR; 13to 10
save PCtoSpPC | — [~ 7C level 0?

'
Set BL/IMD/RB
bits in SR to 1

1

Branch to exception
handler

13 to 10 level

14 or lower? No

interrupt?

13to 10 level
13 or lower?

13to 10:  Interrupt mask bits in status register (SR)

Figure 6.3 Interrupt Operation Flowchart
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6.5.2 Multiple Interrupts

When multiple interrupts are used, the structure of the interrupt service routine should be as
follows.

1. Branchto aspecific interrupt handler corresponding to acode set in INTEVT and INTEVT2.
The codein INTEVT and INTEV T2 can be used as a branch-offset for branching to the
specific handler.

Clear the cause of the interrupt in each specific handler.

Save SSR and SPC to the memory.

Clear the BL bit in SR, and set the accepted interrupt level in the interrupt mask bitsin SR.
Handle the interrupt.

Execute the RTE instruction.

o a0k wbd

When these procedures are followed in order, an interrupt of higher priority than the one being
handled can be accepted after clearing BL in step 4.
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6.6 Interrupt Response Time

The time from generation of an interrupt request until interrupt exception processing is performed
and fetching of the first instruction of the exception handler is started (the interrupt response time)
isshown in table 6.7. Figure 6.4 shows an example of pipeline operation when an IRL interrupt is
accepted. When SR.BL is 1, interrupt exception processing is masked, and is kept waiting until
completion of an instruction that clears BL to 0.

The response time is represented by the clock number of 1¢. Depending on the P phase when an
interrupt is occurred, one clock period of Pg may vary from the contents of thistable.

Table6.7 Interrupt Response Time

Number of States

Peripheral
Iltem NMI IRQ IRL Modules Notes

Time for priority 0.5 x Icyc 1.5 x Icyc 0.5 x Icyc 0.5 x Icyc
decision and SR + 1.5 x Bcyc + 0.5 x Beyc  + 0.5 x Beye  + 1.5 x Peyc*®
mask bit +2 x Pcyc*?  +3.5 x Peyc

. 0.5 x Icyc
comparison

+ 3 x Peyc**

Wait time until X (= 0) x Icyc X (= 0) x Icyc X (=0) x Icyc X (= 0) x Icyc Interrupt exception processing is

end of sequence kept waiting until the executing
being executed instruction ends. If the number of
by CPU instruction execution states is S**,

the maximum wait time is: X =S —
1. However, if BL is set to 1 by
instruction execution or by an
exception, interrupt exception
processing is deferred until
completion of an instruction that
clears BL to 0. If the following
instruction masks interrupt
exception processing, the
processing may be further
deferred.

Time from 5 x lcyc 5 x Ieyc 5 x Icyc 5 x Ieyc
interrupt

exception

processing (save

of SR and PC)

until fetch of first

instruction of

exception service

routine is started
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Number of States

Peripheral
Item NMI IRQ IRL Modules Notes
Response Total (5.5 +X) (6.5 + X) (5.5 +X) (5.5 +X)
time x lcyc x lcyc x lcyc x lcyc
+15xBcyc +05xBcyc  +0.5xBcyc  +1.5xPcyc*?
%4
+ 2 x Pcyc + 3.5 x Pcyc (5.5 +X)
x lcyc
+ 3 x Peyc**
Minimum 7 9 9.5 7+%8.5%* lg: Bo Po=1:1:1
case
Maximum 10.5+S 155+S 205+S 10.5 + S*° Ig: Bgi Po=4:1:1
case 16.5 + S

Icyc: Duration of one cycle of Ig.
Bcyc: Duration of one cycle of Bg.
Pcyc: Duration of one cycle of Pg.

Notes: 1. S also includes the memory access wait time.

The processing requiring the maximum execution time is LDC.L @Rm+, SR. When the
memory access is a cache-hit, this requires seven instruction execution cycles. When
the external access is performed, the corresponding number of cycles must be added.
There are also instructions that perform two external memory accesses; if the external
memory access is slow, the number of instruction execution cycles will increase

accordingly.
2. Edge detection.

3. Extended modules: TMU, RTC, SCI, WDT, REFC

4. Extended modules: DMAC, ADC, SCIF

RENESAS
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Interrupt Start of interrupt
acceptance processing

0.5 x Icyc

+ 0.5 x Beyc
+ 3.5 x Pcyc
5 x Icyc

IRL

Instruction (instruction

replaced by interrupt IF D EX EX | EX | EX
exception processing)

Overrun fetch IF

First instruction of interrupt

ﬁ
o

handler EX
IF: Instruction fetch: Instruction is fetched from memory in which program is stored.
ID:  Instruction decode: Fetched instruction is decoded.

EX: Instruction execution: Data operation and address calculation are performed in
accordance with result of decoding.

Figure6.4 Example of Pipeline Operationswhen IRL Interrupt is Accepted
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Section 7 User Break Controller

The UBC provides functions that simplify program debugging. Using this function, a self-monitor
debugger can be easily prepared, and a program can be debugged using this LS| alone, without
using an in-circuit emulator. Instruction fetches, data read/write, data size, data contents, address
values, and the timing to stop execution at instruction fetch can be set to the UBC. The UBC
block diagramis shown in figure 7.1.

7.1 Feature

The UBC has the following features:

L]

The following break comparison conditions can be set.
Number of break channels: (channels A and B)
Address: comparison bits are masked in units of 32 bits.

One of the two address buses (the virtual address bus (LAB) and the internal address bus
(IAB)) can be selected

Data: only on channel B, 32-bit maskable

One of two data buses (the virtual data bus (LDB) or the internal data bus (IDB)) can be
selected.

Bus master: CPU cycle or DMAC cycle

Bus cycle: ingtruction fetch or data access

Read/write

Operand size: byte, word, or longword

A user-designed user-break condition exception processing routine can be run.

In an instruction fetch cycle, it can be selected that abreak is set before or after an instruction
is executed.

The number of repeat times can be specified as a break condition (It isonly for channel B).
Maximum repeat times for the break condition: 2% — 1 times.
Eight pairs of branch source/destination buffers.
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Access

MDB

BARA

BAMRA

3.ﬁu

Control IAB  LAB
Access
comparator BBRA
Address
comparator
ASID
comparator BASRA
n Channel A
Access
comparator EERE
Address
comparator
ASID
comparator BASRB
Data
comparator
<— Channel B BETR |
—>]
PC Trace
F———
CONTROL |+
LDB/IDB I—» User break request
CPU state
signals
:l UBC Location
Legend
BBRA : Break bus cycle register A BASRB
BARA : Break address register A BDRB
BAMRA  :Break address mask register A BDMRB
BASRA  :Break ASID register A BETR
BBRB : Break bus cycle register B BRSR
BARB : Break address register B BRDR
BAMRB :Break address mask register B BRCR

BARB

BAMRB

BDRB

BDMRB

“Eﬁ ﬁ'ﬂ E

BRSR

BRDR

=
| sroR |

BRCR

f\\\\] CCN Location

: Break ASID register B

: Break data register B

: Break data mask register B

: Break execution times register
: Branch source register

: Branch destination register

: Break control register

Figure7.1 Block Diagram of User Break Controller
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7.2  Register Description

The UBC has the following registers. Refer to section 23, List of Registers, for more details of the
addresses and access sizes.

» Break addressregister A (BARA)

e Break address mask register A (BAMRA)
¢ Break bus cycleregister A (BBRA)

e Break addressregister B (BARB)

¢ Break address mask register B (BAMRB)
e Break buscycle register B (BBRB)

« Break dataregister B (BDRB)

e Break datamask register B (BDMRB)

e Break control register (BRCR)

e Execution count break register (BETR)

¢ Branch source register (BRSR)

e Branch destination register (BRDR)

e Break ASID register A (BASRA)

e Break ASID register B (BASRB)

721 Break Address Register A (BARA)

BARA isa32-bit read/write register. BARA specifies the address used as a break condition in
channel A.

Bit Bit Name Initial Value R/W Description
31to0 BAA3lto AllO R/W  Break Address
BAAO

Stores the address on the LAB or IAB that specifies
break conditions of channel A.
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722 Break AddressMask Register A (BAMRA)

BAMRA is a 32-bit read/write register. BAMRA specifies bits masked in the break address
specified by BARA.

Bit Bit Name Initial Value R/W Description
31to0 BAMA31lto AllO R/W  Break Address Mask Bit
BAMAO

Specifies bits masked in the channel A break address
bits specified by BARA (BAA31 to BAAO).

0: Break address bit BAAn of channel A is included in
the break condition

1: Break address bit BAAn of channel A is masked and
is not included in the break condition

Note: n=31to0.

723 Break Bus Cycle Register A (BBRA)

Break bus cycle register A (BBRA) is a 16-bit read/write register, which specifies (1) CPU cycle
or DMAC cycle, (2) instruction fetch or data access, (3) read or write, and (4) operand size in the
break conditions of channel A.

Bit Bit Name Initial Value R/W Description

15to8 — All O R Reserved

These bits are always read as 0. The write value
should always be 0.

CDA1 0 R/W CPU Cycle/DMAC Cycle Select A

CDAO 0 R/W Selects the CPU cycle or DMAC cycle as the bus
cycle of the channel A break condition.

00: Condition comparison is not performed
X1: The break condition is the CPU cycle
10: The break condition is the DMAC cycle
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Bit Bit Name Initial Value R/W

Description

5 IDA1 0
4 IDAO 0

R/W
R/W

Instruction Fetch/Data Access Select A

Selects the instruction fetch cycle or data access
cycle as the bus cycle of the channel A break
condition.

00: Condition comparison is not performed

01: The break condition is the instruction fetch
cycle

10: The break condition is the data access cycle

11: The break condition is the instruction fetch
cycle or data access cycle

RWA1
RWAO

R/W
R/W

Read/Write Select A

Selects the read cycle or write cycle as the bus
cycle of the channel A break condition.

00: Condition comparison is not performed
01: The break condition is the read cycle
10: The break condition is the write cycle

11: The break condition is the read cycle or write
cycle

SZAl
SZAO0

R/W
R/W

Operand Size Select A

Selects the operand size of the bus cycle for the
channel A break condition.

00: The break condition does not include
operand size

11: The break condition is byte access
10: The break condition is word access
11: The break condition is longword access

Note: X Don't care

724 Break Address Register B (BARB)

BARB is a 32-hit read/write register. BARB specifies the address used as a break condition in

channel B.
Bit Bit Name Initial Value R/W Description
31to0 BAB31to AllO R/W  Break Address

BABO

Stores the address of LAB or IAB that specifies the
break conditions of channel B.
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7.25 Break AddressMask Register B (BAMRB)

BAMRB is a 32-bit read/write register. BAMRB specifies bits masked in the break address
specified by BARB.

Bit Bit Name Initial Value R/W Description
31to0 BAMB31 to AllO R/W  Break Address Mask
BAMBO

Specifies bits masked in the channel B break
address bits specified by BARB (BAB31 to BABO).

0: Break address BABN of channel B is included in
the break condition

1: Break address BABN of channel B is masked and
is not included in the break condition

Note:n=31t0 0

7.2.6 Break Data Register B (BDRB)

BDRB is a 32-hit read/write register.

Bit Bit Name Initial Value R/W Description
31to0 BDB31lto All0 R/W  Break Data Bit
BDBO

727 Break Data M ask Register B (BDMRB)

BDMRB is a 32-bit read/write register. BDMRB specifies bits masked in the break data specified
by BDRB.

Bit Bit Name Initial Value R/W Description
31to0 BDMB3lto AlO R/W  Break Data Mask
BDMBO

0: Break data BDBn of channel B is included in the
break condition

1: Break data BDBn of channel B is masked and is
not included in the break condition

Notes: n=311t00
Specify an operand size when including the value of the data bus in the break condition.

When a byte size is selected as a break condition, the break data must be set in bits 15 to 8
in BDRB for an even break address and bits 7 to O for an odd break address.
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7.2.8 Break Bus Cycle Register B (BBRB)

Break bus cycle register B (BBRB) is a 16-hit read/write register, which specifies, (1) CPU cycle
or DMAC cycle, (2) instruction fetch or data access, (3) read/write, and (4) operand size in the
break conditions of channel B.

Bit Bit Name Initial Value R/W Description
15to8 — AllO R Reserved

These bits are always read as 0. These bits are
always read as 0.

CDB1 0 R/W  CPU Cycle/DMAC Cycle Select B

CDBO 0 R/W  Select the CPU cycle or DMAC cycle as the bus
cycle of the channel B break condition.

00: Condition comparison is not performed
X1: The break condition is the CPU cycle
10: The break condition is the DMAC cycle

5 IDB1 0 R/ Instruction Fetch/Data Access Select B
IDBO 0 R/W  Select the instruction fetch cycle or data access
cycle as the bus cycle of the channel B break
condition.

00: Condition comparison is not performed
01: The break condition is the instruction fetch cycle
10: The break condition is the data access cycle

11: The break condition is the instruction fetch cycle
or data access cycle

3 RWB1 0 R/\W  Read/Write Select B

2 RWBO 0 R/W  Select the read cycle or write cycle as the bus cycle
of the channel B break condition.

00: Condition comparison is not performed
01: The break condition is the read cycle
10: The break condition is the write cycle

11: The break condition is the read cycle or write
cycle
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Bit Bit Name Initial Value R/W Description

1 SzZB1 0 R/W  Operand Size Select B

0 SZBO 0 R/W  Select the operand size of the bus cycle for the
channel B break condition.

00: The break condition does not include operand
size

01: The break condition is byte access

10: The break condition is word access

11: The break condition is longword access

Note: X: Don't care

7.2.9 Break Control Register (BRCR)
BRCR sets the following conditions:

1. Channels A and B are used in two independent channels condition or under the sequential
condition.

A break is set before or after instruction execution.

A break is set by the number of execution times.

Determine whether to include data bus on channel B in comparison conditions.

Enable PC trace.

Enable the ASID check.

oA ®N

The break control register (BRCR) is a 32-bit read/write register that has break conditions match
flags and bits for setting a variety of break conditions.

Bit Bit Name Initial Value R/W Description

31t022 — AllO R Reserved

These bits are always read as 0. The write value
should always be 0.

21 BASMA 0 R/W  Break ASID Mask A

Specifies whether the bits of the channel A break
ASID7 to ASIDO (BASA7 to BASAD) set in BASRA
are masked or not.

0: All BASRA bits are included in break condition,
ASID is checked

1: No BASRA bits are included in break condition,
ASID is not checked
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Bit Bit Name Initial Value R/W Description
20 BASMB 0 R/W  Break ASID Mask B
Specifies whether the bits of channel B break ASID7
to ASIDO (BASB7 to BASBO) set in BASRB are
masked or not.
0: All BASRB bits are included in break condition,
ASID is checked
1: No BASRB bits are included in break condition,
ASID is not checked
19t0 16 — AllO R Reserved
These bits are always read as 0. The write value
should always be 0.
15 SCMFCA 0 R/W CPU Condition Match Flag A
When the CPU bus cycle condition in the break
conditions set for channel A is satisfied, this flag is set
to 1 (not cleared to 0). In order to clear this flag, write
0 into this bit.
0: The CPU cycle condition for channel A does not
match
1: The CPU cycle condition for channel A matches
14 SCMFCB 0 R/W  CPU Condition Match Flag B
When the CPU bus cycle condition in the break
conditions set for channel B is satisfied, this flag is set
to 1 (not cleared to 0). In order to clear this flag, write
0 into this bit.
0: The CPU cycle condition for channel B does not
match
1: The CPU cycle condition for channel B matches
13 SCMFDA 0 R/W DMAC Condition Match Flag A

When the on-chip DMAC bus cycle condition in the
break conditions set for channel A is satisfied, this
flag is set to 1 (not cleared to 0). In order to clear this
flag, write 0 into this bit.

0: The DMAC cycle condition for channel A does not
match

1: The DMAC cycle condition for channel A matches
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Bit Bit Name Initial Value R/W Description
12 SCMFDB 0 R/W  DMAC Condition Match Flag B
When the on-chip DMAC bus cycle condition in the
break conditions set for channel B is satisfied, this
flag is set to 1 (not cleared to 0). In order to clear this
flag, write O into this bit.
0: The DMAC cycle condition for channel B does not
match
1: The DMAC cycle condition for channel B matches
11 PCTE 0 R/W  PC Trace Enable
Enables PC trace.
0: Disables PC trace
1: Enables PC trace
10 PCBA 0 R/W  PC Break Select A (PCBA)
Selects the break timing of the instruction fetch cycle
for channel A as before or after instruction execution.
0: PC break of channel A is set before instruction
execution
1: PC break of channel A is set after instruction
execution
9,8 — AllO R Reserved
These bits are always read as 0. The write value
should always be 0.
7 DBEB 0 R/W Data Break Enable B
Selects whether or not the data bus condition is
included in the break condition of channel B.
0: No data bus condition is included in the condition of
channel B
1: The data bus condition is included in the condition
of channel B
6 PCBB 0 R/W  PC Break Select B
Selects the break timing of the instruction fetch cycle
for channel B as before or after instruction execution.
0: PC break of channel B is set before instruction
execution
1: PC break of channel B is set after instruction
execution
5,4 — AllO R Reserved

These bits are always read as 0. The write value
should always be 0.
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Bit Bit Name Initial Value R/W Description
3 SEQ 0 R/W  Sequence Condition Select

Selects two conditions of channels A and B as
independent or sequential.

0: Channels A and B are compared under the
independent condition

1: Channels A and B are compared under the
sequential condition

2,1 — AllO R Reserved

These bits are always read as 0. The write value
should always be 0.

0 ETBE 0 R/W  The Number of Execution Times Break Enable

Enable the execution-times break condition only on
channel B. If this bitis 1 (break enable), a user
break is issued when the number of break
conditions matches with the number of execution
times that is specified by the BETR register.

0: The execution-times break condition is masked
on channel B

1: The execution-times break condition is enabled
on channel B

7.210 Execution TimesBreak Register (BETR)

When the execution-times break condition of channel B is enabled, this register specifiesthe
number of execution times to make the break. The maximum number is 2" — 1 times. Everytime
the break condition is satisfied, BETR is decremented by 1. A break isissued when the break
condition is satisfied after the BETR becomes H'0001.

Bit Bit Name Initial Value R/W Description
15t012 — AllO R Reserved

These bits are always read as 0. The write value
should always be 0.

11to0 — All O R/W  Number of execution times
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7.211  Branch Source Register (BRSR)

BRSR is a32-hit read register. BRSR stores the |ast fetched address before branch and the pointer
(3 bits) which indicates the number of cycles from fetch to execution for the last executed
instruction. BRSR has the flag bit that is set to 1 when branch occurs. Thisflag bit iscleared to O,
when BRSR isread and also initialized by power-on resets or manual resets. Other bits are not
initialized by reset. Eight BRSR registers have queue structure and a stored register is shifted

every branch.

Bit Bit Name Initial Value R/W Description

31 SVF 0 R

BRSR Valid Flag

Indicates whether the address and the pointer by
which the branch source address can be calculated.
When a branch source address is fetched, this flag
is set to 1. This flag is cleared to 0 in reading BRSR.

0: The value of BRSR register is invalid
1: The value of BRSR register is valid

30to 28 PID2to PIDO — R

Instruction Decode Pointer

PID is a 3-bit binary pointer (0 to 7). These bits
indicate the instruction buffer number which stores
the last executed instruction before branch.

Even: PID indicates the instruction buffer number.
Odd: PiD+2 indicates the instruction buffer number

27to0 BSA27to — R
BSAO

Branch Source Address

These bits store the last fetched address before
branch.
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7.2.12 Branch Destination Register (BRDR)

BRDR isa 32-hit read register. BRDR stores the branch destination fetch address. BRDR hasthe
flag bit that is set to 1 when branch occurs. This flag bit is cleared to O, when BRDR is read and
also initialized by power-on resets or manual resets. Other bits are not initialized by resets. Eight
BRDR registers have queue structure and a stored register is shifted every branch.

Bit Bit Name Initial Value R/W Description
31 DVF 0 R BRDR Valid Flag

Indicates whether a branch destination address is
stored. When a branch destination address is
fetched, this flag is set to 1. This flag is set to 0 in
reading BRDR.

0: The value of BRDR register is invalid

1: The value of BRDR register is valid
30t0 28 — — R Reserved

These bits are always read as 0. The write value
should always be 0.

27t00 BDA27to0 — R Branch Destination Address
BDAO

These bits store the first fetched address after
branch.

7213 Break ASID Register A (BASRA)

Break ASID register A (BASRA) isan 8-bit read/write register that specifiesthe ASID that serves
as the break condition for channel A. Itisnot initialized by resets. It islocated in CCN.

Bit Bit Name Initial Value R/W Description
7t00 BASA7to — R/W  Break ASID
BASAO

These bits store the ASID (bits 7 to 0) that is the
channel A break condition.
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7214 Break ASID Register B (BASRB)

Break ASID register B (BASRB) is an 8-bit read/write register that specifiesthe ASID that serves

asthe break condition for channel B. It is not initialized by resets. It islocated in CCN.
Bit Bit Name Initial Value R/W Description
7t00 BASB7to — R/W  Break ASID

BASBO These bits store the ASID (bits 7 to 0) that is the

channel B break condition.

7.3 Operation

7.3.

1 Flow of the User Break Operation

The flow from setting of break conditions to user break exception processing is described below:

1

The break addresses and the corresponding ASIDs are loaded in the BARA, BARB, BASRA
and BASRB. The masked addresses are set in the BAMRA and BAMRB. The break datais set
inthe BDRB. The masked datais set in the BDMRB. The breaking bus conditions are set in
the BBRA and BBRB. Three groups of the BBRA and BBRB (CPU cycle/DMAC cycle select,
instruction fetch/data access select, and read/write select) are each set. No user break will be
generated if even one of these groupsis set with 00. The respective conditions are set in the
bits of the BRCR.

When the break conditions are satisfied, the UBC sends a user break request to the interrupt
controller. The break type will be sent to CPU indicating the instruction fetch, pre/post
instruction break, or data access break. When conditions match up, the CPU condition match
flags (SCMFCA and SCMFCB) and DMAC condition match flags (SCMFDA and SCMFDB)
for the respective channels are set.

The appropriate condition match flags (SCMFCA, SCMFDA, SCMFCB, and SCMFDB) can
be used to check if the set conditions match or not. The matching of the conditions sets flags,
but they are not reset. 0 must first be written to them before they can be used again.

Thereis achance that the data access break and its following instruction fetch break occur
around the same time, there will be only one break request to the CPU, but these two break
channel match flags could be both set.
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732 Break on Instruction Fetch Cycle

1. When CPU/instruction fetch/read/word or longword is set in the break bus cycle registers
(BBRA/BBRB), the break condition becomes the CPU instruction fetch cycle. Whether it then
breaks before or after the execution of the instruction can then be selected with the
PCBA/PCBB hits of the break control register (BRCR) for the appropriate channel.

2. Aninstruction set for a break before execution breaks when it is confirmed that the instruction
has been fetched and will be executed. This means this feature cannot be used on instructions
fetched by overrun (instructions fetched at a branch or during an interrupt transition, but not to
be executed). When this kind of break is set for the delay dot of adelay branch instruction, the
break is generated prior to execution of the instruction that then first accepts the break.
Meanwhile, the break set for pre-instruction-break on delay slot instruction and post-
instruction-break on SLEEP instruction are also prohibited.

3. When the condition is specified to be occurred after execution, the instruction set with the
break condition is executed and then the break is generated prior to the execution of the next
instruction. As with pre-execution breaks, this cannot be used with overrun fetch instructions.
When this kind of break is set for a delay branch instruction, the break is generated at the
instruction that then first accepts the break.

4. When an instruction fetch cycleis set for channel B, break data register B (BDRB) isignored.
Thereisthus no need to set break data for the break of the instruction fetch cycle.

7.3.3 Break by Data Access Cycle

1. The memory cyclesin which CPU data access breaks occur are from instructions.

2. Therelationship between the data access cycle address and the comparison condition for
operand size arelisted in table 7.1:

Table7.1 Data Access Cycle Addresses and Operand Size Comparison Conditions

Access Size Address Compared

Longword Compares break address register bits 31 to 2 to address bus bits 31 to 2
Word Compares break address register bits 31 to 1 to address bus bits 31 to 1
Byte Compares break address register bits 31 to 0 to address bus bits 31 to 0

This means that when address H'00001003 is set without specifying the size condition, for
example, the bus cycle in which the break condition is satisfied is as follows (where other
conditions are met).
Longword access at H'00001000
Word access at H'00001002
Byte access at H'00001003

3. When the data value isincluded in the break conditions on B channel:
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When the data value isincluded in the break conditions, either longword, word, or byteis
specified as the operand size of the break bus cycle registers (BBRA and BBRB). When data
values are included in break conditions, a break is generated when the address conditions and
data conditions both match. To specify byte data for this case, set the same data in two bytes at
bits 15 to 8 and bits 7 to O of the break dataregister B (BDRB) and break data mask register B
(BDMRB). When word or byteis set, bits 31 to 16 of BDRB and BDMRB are ignored.

When the DMAC data access is included in the break condition:

When the addressisincluded in the break condition on DMAC data access, the operand size of
the break bus cycle registers (BBRA and BBRB) should be byte, word or no specified operand
size. When the data value isincluded, select either byte or word.

7.34 Sequential Break

By specifying SEQ in BRCR is set to 1, the sequential break isissued when channel B break
condition matches after channel A break condition matches. A user break isignored even if
channel B break condition matches before channel A break condition matches. When channels
A and B condition match at the same time, the sequential break is not issued.

In sequential break specification, logical or internal bus can be selected and the execution
times break condition can be also specified. For example, when the execution times break
condition is specified, the break condition is satisfied at channel B condition match with BETR
= H'0001 after channel A condition match.

7.35 Value of Saved Program Counter

The PC when a break occursis saved to the SPC in user breaks. The PC value saved is as follows
depending on the type of break.

1

When instruction fetch (before instruction execution) is specified as a break condition:

The value of the program counter (PC) saved is the address of the instruction that matches the
break condition. The fetched instruction is not executed, and a break occurs beforeit.

When instruction fetch (after instruction execution) is specified as a break condition:

The PC value saved is the address of the instruction to be executed following the instruction in
which the break condition matches. The fetched instruction is executed, and a break occurs
before the execution of the next instruction.

When data access (address only) is specified as a break condition:

The PC value is the address of the instruction to be executed following the instruction that
matched the break condition. The instruction that matched the condition is executed and the
break occurs before the next instruction is executed.

When data access (address + data) is specified as a break condition:
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The PC value is the start address of the instruction that follows the instruction already executed
when break processing started up. When a data value is added to the break conditions, the
place where the break will occur cannot be specified exactly. The break will occur before the
execution of an instruction fetched around the data access where the break occurred.

7.3.6 PC Trace

1. Setting PCTE in BRCR to 1 enables PC traces. When branch (branch instruction, repeat, and
interrupt) is generated, the address from which the branch source address can be calculated and
the branch destination address are stored in BRSR and BRDR, respectively. The branch
address and the pointer, which corresponds to the branch, are included in BRSR.

2. The branch address before branch occurs can be cal culated from the address and the pointer
stored in BRSR. The expression from BSA (the addressin BRSR), PID (the pointer in BRSR),
and |A (the instruction address before branch occurs) isasfollows: |A = BSA —2 * PID.
Notes are needed when an interrupt (a branch) is issued before the branch destination
instruction is executed. In case of the next figure, the instruction “Exec” executed immediately
before branch is calculated by IA = BSA —2 * PID. However, when branch “branch” has delay
dlot and the destination addressis 4n + 2 address, the address “ Dest” which is specified by
branch instruction is stored in BRSR (Dest = BSA). Therefore, as|A = BSA —2* PID isnot
applied to this case, thisPID isinvalid. The case where BSA is4n + 2 boundary is applied
only to this case and then some cases are classified as follows:

Exec: branch Dest

Dest:instr (not executed)
interrupt

Int: interrupt routine

If the PID valueis odd, instruction buffer indicates PID+2 buffer. However, these expressions
in thistable are accounted for it. Therefore, the true branch source address is calculated with
BSA and PID values stored in BRSR.

3. The branch address before branch occurrence, 1A, has different values due to some kinds of
branch.

a. Branchinstruction
The branch instruction address
b. Interrupt
Thelast instruction executed before interrupt
The top address of interrupt routine is stored in BRDR.

4. BRSR and BRDR have eight pairs of queue structures. The top of queuesis read first when the
address stored in the PC trace register is read. BRSR and BRDR share the read pointer. Read
BRSR and BRDR in order, the queue only shifts after BRDR is read. When reading BRDR,
longword access should be used. Also, the PC trace has atrace pointer, which initially points
to the bottom of the queues. The first pair of branch addresses will be stored at the bottom of
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the queues, then push up when next pairs come into the queues. The trace pointer will points to
the next branch address to be executed, unless it got push out of the queues. When the branch
address has been executed, the trace pointer will shift down to next pair of addresses, until it
reaches the bottom of the queues. After switching the PCTE bit (in BRCR) off and on, the
valuesin the queues are invalid. The read pointer stay at the position before PCTE is switched,
but the trace pointer restart at the bottom of the queues.
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7.3.7 Usage Examples
Break Condition Specified to a CPU Instruction Fetch Cycle

1. Register specifications
BARA = H'00000404, BAMRA = H'00000000, BBRA = H'0054, BARB = H'00008010,
BAMRB = H'00000006, BBRB = H'0054, BDRB = H'00000000, BDMRB = H'00000000,
BRCR = H'00300400

Specified conditions: Channel A/channel B independent mode
e Channel A
Address:  H'00000404, Address mask: H'00000000

Buscycle: CPU/instruction fetch (after instruction execution)/read (operand size is not
included in the condition)

No ASID check isincluded

¢ Channel B
Address;.  H'00008010, Address mask: H'00000006
Data: H'00000000, Data mask: H'00000000

Buscycle: CPU/instruction fetch (before instruction execution)/read (operand size is not
included in the condition)

No ASID check isincluded

A user break occurs after an instruction of address H'00000404 is executed or before
instructions of adresses H'00008010 to H'00008016 are executed.

2. Register specifications
BARA = H'00037226, BAMRA = H'00000000, BBRA = H'0056, BARB = H'0003722E,

BAMRB = H'00000000, BBRB = H'0056, BDRB = H'00000000, BDMRB = H'00000000,
BRCR = H'00000008, BASRA = H'80, BASRB = H'70

Specified conditions: Channel A/channel B sequence mode
e Channe A
Address:  H'00037226, Address mask: H'00000000, ASID = H'80
Buscycle: CPU/instruction fetch (before instruction execution)/read/word
e Channel B
Address.  H'0003722E, Address mask: H'00000000, ASID = H'70
Data H'00000000, Data mask: H'00000000
Buscycle: CPUlinstruction fetch (before instruction execution)/read/word

An instruction with ASID = H'80 and address H'00037226 is executed, and a user break occurs
before an instruction with ASID = H'70 and address H'0003722E is executed.
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3. Register specifications
BARA = H'00027128, BAMRA = H'00000000, BBRA = H'005A, BARB = H'00031415,

BAMRB = H'00000000, BBRB = H'0054, BDRB = H'00000000, BDMRB = H'00000000,
BRCR = H'00300000

Specified conditions: Channel A/channel B independent mode

e Channe A
Address:  H'00027128, Address mask: H'00000000
Buscycle: CPU/instruction fetch (before instruction execution)/write/word
No ASID check isincluded

¢ Channel B
Address.  H'00031415, Address mask: H'00000000
Data: H'00000000, Data mask: H'00000000

Buscycle: CPU/instruction fetch (before instruction execution)/read (operand size is not
included in the condition)

No ASID check isincluded

On channel A, no user bresk occurs since instruction fetch is not a write cycle. On channel B,
no user break occurs since instruction fetch is performed for an even address.

4. Register specifications
BARA = H'00037226, BAMRA = H'00000000, BBRA = H'005A, BARB = H'0003722E,

BAMRB = H'00000000, BBRB = H'0056, BDRB = H'00000000, BDMRB = H'00000000,
BRCR = H'00000008, BASRA = H'80, BASRB = H'70

Specified conditions: Channel A/channel B sequence mode
e Channe A
Address:  H'00037226, Address mask: H'00000000, ASID: H'80
Buscycle: CPU/instruction fetch (before instruction execution)/write/word
e Channel B
Address.  H'0003722E, Address mask: H'00000000, ASID: H'70
Data H'00000000, Data mask: H'00000000
Buscycle: CPUlinstruction fetch (before instruction execution)/read/word

Sinceinstruction fetch is not awrite cycle on channel A, a sequence condition does not match.
Therefore, no user break occurs.

5. Register specifications
BARA = H'00000500, BAMRA = H'00000000, BBRA = H'0057, BARB = H'00001000,

BAMRB = H'00000000, BBRB = H'0057, BDRB = H'00000000, BDMRB = H'00000000,
BRCR = H'00300001, BETR = H'0005

Specified conditions: Channel A/channel B independent mode
e Channel A
Address:  H'00000500, Address mask: H'00000000
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Buscycle: CPU/instruction fetch (before instruction execution)/read/longword
e Channel B

Address.  H'00001000, Address mask: H'00000000

Data: H'00000000, Data mask: H'00000000

Buscycle: CPU/instruction fetch (before instruction execution)/read/longword

The number of execution-times break enable (5 times)
On channel A, auser break occurs before an instruction of address H'00000500 is executed.
On channel B, a user break occurs before the fifth instruction execution after instructions of
address H'00001000 are executed four times.

6. Register specifications

BARA = H'00008404, BAMRA = H'00000FFF, BBRA = H'0054, BARB = H'00008010,
BAMRB = H'00000006, BBRB = H'0054, BDRB = H'00000000, BDMRB = H'00000000,
BRCR = H'00000400, BASRA = H'80, BASRB = H'70
Specified conditions: Channel A/channel B independent mode
e Channe A

Address.  H'00008404, Address mask: H'00000FFF, ASID: H'80

Buscycle: CPU/instruction fetch (after instruction execution)/read (operand size is not

included in the condition)

¢ Channel B
Address;  H'00008010, Address mask: H'00000006, ASID: H'70
Data: H'00000000, Data mask: H'00000000

Buscycle: CPU/instruction fetch (before instruction execution)/read (operand size is not
included in the condition)

A user break occurs after an instruction with ASID = H'80 and address H'00008000 to
H'00008FFE is executed or before instructions with ASID = H'70 and addresses H'00008010
to H'00008016 are executed.

Break Condition Specified to a CPU Data Access Cycle

1. Register specifications
BARA = H'00123456, BAMRA = H'00000000, BBRA = H'0064, BARB = H'000ABCDE,
BAMRB = H'000000FF, BBRB = H'006A, BDRB = H'0000A512, BDMRB = H'00000000,
BRCR = H'00000080, BASRA = H'80, BASRB = H'70

Specified conditions: Channel A/channel B independent mode
e Channd A

Address.  H'00123456, Address mask: H'00000000

Buscyclee CPU/data access/read (operand size is hot included in the condition)
e Channel B

Address.  H'000ABCDE, Address mask: H'000000FF, ASID: H'70
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Data: H'0000A512, Data mask: H'00000000
Buscyclee CPU/data access/write/word

On channel A, auser break occurs with ASID = H'80 during longword read to address
H'00123454, word read to address H'00123456, or byte read to address H'00123456. On
channel B, a user break occurs with ASID = H'70 when word H'A512 is written in addresses
H'000ABCO00 to H'000ABCFE.

Break Condition Specified toa DM AC Data Access Cycle

1. Register specifications:
BARA = H'00314156, BAMRA = H'00000000, BBRA = H'0094, BARB = H'00055555,
BAMRB = H'00000000, BBRB = H'00A9, BDRB = H'00000078, BDMRB = H'0000000F,
BRCR = H'00000080, BASRA = H'80, BASRB = H'70
Specified conditions: Channel A/channel B independent mode
e Channe A
Address.  H'00314156, Address mask: H'00000000, ASID: H'80
Buscyclee DMACI/instruction fetch/read (operand size is not included in the condition)
e Channel B
Address.  H'00055555, Address mask: H'00000000, ASID: H'70
Data: H'00000078, Data mask: H'0000000F
Buscyclee DMAC/data access/write/byte
On channel A, no user break occurs since instruction fetch is not performed in DMAC cycles.

On channel B, auser break occurs with ASID = H'70 when the DMAC writes byte H7* in
address H'00055555.

74  UsageNote

1. Only CPU can read/write UBC registers.
2. UBC cannot monitor CPU and DMAC access in the same channel.
3. Notesin specification of sequential break are described below:

A. A condition match occurs when a channel B match occursin abus cycle after achannel A
match occurs in another bus cycle in sequential break setting. Therefore, no condition
match occurs even if abus cycle, in which a channel A match and a channel B match occur
simultaneoudly, is set.

B. Since the CPU has a pipeline configuration, the pipeline determines the order of an
instruction fetch cycle and a memory cycle. Therefore, when a channel condition matches
in the order of bus cycles, a sequential condition is satisfied.

C. When the bus cycle condition for channel A is specified as a break before execution
(PCBA =0in BRCR) and an instruction fetch cycle (in BBRA), the attention is as follows.
A break isissued and condition match flagsin BRCR are set to 1, when the bus cycle
conditions both for channels A and B match simultaneously.
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4. The change of aUBC register value is executed in MA (memory access) stage. Therefore,
even if the break condition matches in the instruction fetch address following the instruction in
which the pre-execution break is specified as the break condition, no break occurs. In order to
know the timing UBC register is changed, read the last written register. Instructions after then
arevalid for the newly written register value.

5. The branch instruction should not be executed as soon as PC trace register BRSR and BRDR
areread.

6. When PC breaks and TLB exceptions or errors occur in the same instruction. The priority isas
follows:

A. Break and instruction fetch exceptions: Instruction fetch exception occursfirst.
B. Break before execution and operand exception: Break before execution occurs first.
C. Break after execution and operand exception: Operand exception occurs first.

Rev. 4.00, 03/04, page 157 of 660
RENESAS



Rev. 4.00, 03/04, page 158 of 660
RENESAS



Section 8 Bus State Controller (BSC)

The bus state controller (BSC) divides physical address space and output control signals for
various types of memory and bus interface specifications. BSC functions enable this LS| to link
directly with DRAM, synchronous DRAM, SRAM, ROM, and other memory storage devices
without an external circuit. The BSC also alows direct connection to PCMCIA interfaces,
simplifying system design and allowing high-speed data transfers in a compact system.

Figure 8.1 shows the block diagram of the BSC.

8.1 Feature
The BSC has the following features:

e Physical address spaceisdivided into six areas
O A maximum 64 Mbytes for each of the six areas, 0, 2t0 6
O Areabuswidth can be selected by register (area 0 is set by externa pin)
0 Wait states can be inserted using the WAIT pin

O Wait state insertion can be controlled through software. Register settings can be used to
specify the insertion of 1 to 10 cyclesindependently for each area (1 to 38 cycles for areas
5 and 6 and the PCMCIAT interface only)

O Thetype of memory connected can be specified for each area, and control signals are
output for direct memory connection

O Wait cycles are automatically inserted to avoid data bus conflict for continuous memory
accessesto different areas or writes directly following reads of the same area

¢ Direct interface to synchronous DRAM (except when clock ratio becomes @B =1:1)
O Multiplexes row/column addresses according to synchronous DRAM capacity
O Supports burst operation
O Supports bank active mode
0 Has both auto-refresh and self-refresh functions
O Controlstiming of synchronous DRAM direct-connection control signals according to
register setting
¢ Burst ROM interface
O Insertion of wait states controllable through software
O Register setting control of burst transfers
¢ PCMCIA direct-connection interface
O Insertion of wait states controllable through software
O Bussizing function for I/O bus width (only in the little endian mode)
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¢ Refresh function

O Refresh cycleswill be automatically maintained in the deep mode even after the external
bus frequency is reduced to 1/4 of its normal operating frequency

e Therefresh counter can be used as an interval timer
0 Outputs an interrupt request signal using the compare-matching function
O Outputs an interrupt request signal when the refresh counter overflows

Internal bus

Bus
interface

o Wait E

WAIT | controller :

CS0, CS6 to CS2, b Area E
CE2A, CE2B i controller '

B P :

RD b '

RD/WR . 9 |

WES to WEO - 2 :
RASX ~———+—— 5 E

CASx 1 E Memory -é '

CKE i 1| controller :

ICIORD, ICIOWR [ '
101516 — A~ !
KL !

® :

Q 1

= Refresh ,

Interrupt © controller i
controller Q ,
---------------------------------------- BSC----

Legend

WCR: Wait state control register
BCR : Bus control register
MCR: Memory control register
PCR : PCMCIA control register

RFCR : Refresh count register

RTCNT: Refresh timer count register
RTCOR Refresh time constant register
RTCSR Refresh timer control/status register

Figure8.1 BSC Functional Block Diagram
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8.2

Table 8.1 lists the BSC pin configuration.

I nput/Output Pin

Table8.1 Pin Configuration

Pin Name Signal /0O Description

Address bus A25 to AO O  Address output

Data bus D15 to DO /0 Datal/O

D31 to D16 /O When 32-bit bus width, data I/O

Bus cycle start BS O  Shows start of bus cycle. During burst transfers, asserts
every data cycle.

Chip select0,2to 4 CS0,CS2to O  Chip select signal to indicate area being accessed.

CS4
Chip select 5, 6 CS5/CE1A, O Chip select signal to indicate area being accessed.
CS6/CE1B CS5/CE1A and CS6/CE1B can also be used as CE1A
and CE1B of PCMCIA.

PCMCIA card select CE2A, CE2B O When PCMCIA is used, CE2A and CE2B

Read/write RD/WR O Data bus direction indicator signal. Synchronous DRAM
write indicator signal.

Row address strobe RASL O  When synchronous DRAM is used, RASL for lower 32-

L Mbyte address.

Row address strobe RASU O  When synchronous DRAM is used, RASU for upper 32-

U Mbyte address.

Column address CASL O  When synchronous DRAM is used, CASL signal for

strobe lower 32-Mbyte address.

Column address CASU O  When synchronous DRAM is used, CASU signal for

strobe upper 32-Mbyte address.

Data enable 0 WEO/DQMLL O  When memory other than synchronous DRAM is used,
selects D7 to DO write strobe signal. When
synchronous DRAM is used, selects D7 to DO.

Data enable 1 WE1/DQMLU/ O  When memory other than synchronous DRAM is used,

E selects D15 to D8 write strobe signal. When
synchronous DRAM is used, selects D15 to D8. When
PCMCIA is used, strobe signal that indicates the write
cycle.

Data enable 2 WE2/DQMUL/ O  When memory other than synchronous DRAM is used,

ICIORD selects D23 to D16 write strobe signal. When

synchronous DRAM is used, selects D23 to D16. When
PCMCIA is used, strobe signal indicating 1/O read.

Rev. 4.00, 03/04, page 161 of 660

RENESAS



Pin Name Signal I/O Description

Data enable 3 WES3/DQMUU/ O  When memory other than synchronous DRAM is used,
ICIOWR selects D31 to D24 write strobe signal. When
synchronous DRAM is used, selects D31 to D24. When
PCMCIA is used, strobe signal indicating 1/O write.

Read RD O  Strobe signal indicating read cycle

Wait WAIT | Wait state request signal

Clock enable CKE O  Clock enable control signal of synchronous DRAM

I0IS16 101S16 | Signal indicating PCMCIA 16-bit I/O. Valid only in little-
endian mode.

Bus release request BREQ | Bus release request signal

Bus release BACK O Bus release acknowledge signal

acknowledgment

83 Area Overview

Space Allocation: In the architecture of this LSI, both logical spaces and physical spaces have 32-
bit address spaces. The logical space isdivided into five areas by the val ue of the upper bits of the
address. The physical spaceis divided into eight areas.

Logical space can be allocated at physical spaces using a memory management unit (MMU). For
details, refer to section 3, Memory Management Unit (MMU), which describes area allocation for
physical spaces.

Aslisted intable 8.2, this LSl can be connected directly to six areas of memory/PCMCIA
interface, and it outputs chip select signals (CS0, CS2 to CS6, CE2A, CE2B) for each of them.
CS0 is asserted during area 0 access; CS6 is asserted during area 6 access. When PCMCIA
interface is selected in area 5 or 6, in addition to CS5/CS6, CE2A/CE2B are asserted for the
corresponding bytes accessed.
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H00000000 £ Area 0 (CS0) | H'00000000
2 H'04000000
H20000000 i H'08000000
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S et Al T
H'C0000000 !
P3 !
el ) a0 v ) A .
H'E0000000
P4
Logical address space
Note: For logical address spaces PO and P3, when the memory management unit (MMU) is on, it can
optionally generate a physical address for the logical address. It can be applied when the MMU is
off and when the MMU is on and each physical address for the logical address is equal except for
upper three bits.
See table 8.2, for information on converting logical addresses into user-defined physical

addresses.

Figure 8.2 Correspondingto Logical Address Space and Physical Address Space

Table8.2 Physical Address Space Map
Area Connectable Memory Physical Address Capacity Access Size
0 Ordinary memory**, H'00000000 to H'03FFFFFF 64 Mbytes 8, 16, 32*°

Shadow n:1to6

H'00000000 + H'20000000 x n to

burst ROM
H'03FFFFFF + H'20000000 x n
64 Mbytes 8, 16, 32*3

1 Internal I/O registers*8 H'04000000 to H'07FFFFFF
H'04000000 + H'20000000 x n to Shadow n:1to6
H'07FFFFFF + H'20000000 % n
2 Ordinary memory**, H'08000000 to H'OBFFFFFF 64 Mbytes 8, 16, 32*3**
synchronous DRAM H'08000000 + H'20000000 x n to Shadow n:1to6
H'OBFFFFFF + H'20000000 x n
3 Ordinary memory**, H'0C000000 to H'OFFFFFFF 64 Mbytes 8, 16, 32%3*°
synchronous DRAM H'0C000000 + H'20000000 x nto  Shadow n:1to6
H'OFFFFFFF + H'20000000 x n
4 Ordinary memory*1 H'10000000 to H'13FFFFFF 64 Mbytes 8, 16, 32+3
H'120000000 + H'20000000 x n to Shadow n:1to6

H'13FFFFFF + H'20000000 % n
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Area Connectable Memory Physical Address Capacity Access Size

5 Ordinary memory*l, H'14000000 to H'15FFFFFF 32 Mbytes 8, 16, 32%3 +6
PCMCIA, burst ROM 1116000000 to H'17FFFFFF 32 Mbytes

H'14000000 + H'20000000 % n to Shadow n:1to6
H'17FFFFFF + H'20000000 x n

6 Ordinary memory*l, H'18000000 to H'19FFFFFF 32 Mbytes 8, 16, 32#3 8
PCMCIA, burst ROM  "1411A000000 to H'1BFFEFFF

H'18000000 + H'20000000 % n to Shadow n:1to6
H'1BFFFFFF + H'20000000 x n

7+’ Reserved area H'2C000000 + H'20000000 x n n:0to7
to H'AFFFFFFF + H'20000000 x n

Notes: 1. Memory with interface such as SRAM or ROM.

Use external pin to specify memory bus width.

Use register to specify memory bus width.

With synchronous DRAM interfaces, bus width must be 16 or 32 bits.

With synchronous DRAM interfaces, bus width must be 16 or 32 bits.

With PCMCIA interface, bus width must be 8 or 16 bits.

Do not access the reserved area. If the reserved area is accessed, the correct

operation cannot be guaranteed.

8. When the control register in area 1 is not used for address translation by the MMU, set
the top three bits of the logical address to 101 to allocate in the P2 space.

No oMo

Area 0: H'00000000 Ordinary memory/
burst ROM

Area 1: H'04000000
Internal 1/0

Area 2: H'08000000 Ordinary memory/

synchronous DRAM

Area 3: H'0C000000 Ordinary memory/
synchronous DRAM

Area 4: H'10000000
Ordinary memory

Area 5: H'14000000 Ordinary memory/ The PCMCIA interface is shared
burst ROM/PCMCIA by the memory and 1/O card

Area 6: H'18000000 Ordinary memory/ The PCMCIA interface is shared
burst ROM/PCMCIA by the memory and I/O card

Figure8.3 Physical Space Allocation
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M emory Bus Width: The memory bus width in this LS| can be set for each area. In area 0, an
external pin can be used to select byte (8 bits), word (16 bits), or longword (32 bits) on power-on
reset. The correspondence between the external pins (MD4 and MD3) and memory sizeislisted in
table below.

Table8.3 Correspondence between External Pins (M D4 and MD3) and Memory Size

MD4 MD3 Memory Size

0 0 Reserved (Setting prohibited)
0 1 8 bits

1 0 16 bits

1 1 32 bits

For areas 2 to 6, byte, word, and longword may be chosen for the bus width using bus control
register 2 (BCR2) whenever ordinary memory, ROM, or burst ROM are used. When the
synchronous DRAM interface is used, word or longword can be chosen as the bus width.

When the PCMCIA interface is used, set the bus width to byte or word. When synchronous
DRAM is connected to both area 2 and area 3, set the same bus width for areas 2 and 3. When
using port A or B, set abus width of 8 or 16 bitsfor all areas. For more information, see section
8.4.2, Bus Control Register 2 (BCR2).

Shadow Space: Areas 0, 2 to 6 are decoded by physical addresses A28 to A26, which correspond
to areas 000 to 110. Address bits 31 to 29 are ignored. This means that the range of area 0
addresses, for example, is H'00000000 to H'03FFFFFF, and its corresponding shadow spaceis the
address space obtained by adding to it H'20000000 x n (n = 1 to 6). The address range for area 7,
which ison-chip 1/0 space, is H'1C000000 to H'1FFFFFFF. The address space H'1C000000 +
H'20000000 x n—H'1FFFFFFF + H'20000000 % n (n =0 to 7) corresponding to the area 7 shadow
space is reserved, so do not useiit.

831 PCMCIA Support

This LSl supports PCMCIA standard interface specifications in physical space areas5 and 6
(except for WP).

The interfaces supported are basically the "IC memory card interface” and "1/O card interface”
stipulated in JEIDA Specifications Ver. 4.2 (PCMCIA2.1).
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Table8.4 PCMCIA Interface Characteristics

Item Feature

Access Random access

Data bus 8/16 bits

Memory type Mask ROM, OTPROM, EPROM, EEPROM, flash memory, SRAM
Memory capacity Maximum 32 Mbytes

I/O space capacity Maximum 32 Mbytes

Others Dynamic bus sizing of 1/0 bus width*

The PCMCIA interface can be accessed from the address translation

area or non-address translation area.

Note: * Dynamic bus sizing of I/0 bus width is supported only in the little endian mode.

Area 5: H'14000000 Commom memory/Attribute memory
Area 5: H'16000000 1/0 space
Area 6: H'18000000 Commom memory/Attribute memory
Area 6: H'1A000000 1/0 space

Figure8.4 PCMCIA Space Allocation

Table85 PCMCIA Support Interface

IC Memory Card Interface I/O Card Interface
Pin Signal /0 Function Signal I/O  Function SH7706 Pin
1 GND — Ground GND — Ground —
2 D3 /O Data D3 /O Data D3
3 D4 /0 Data D4 I/O Data D4
4 D5 /O Data D5 I/O Data D5
5 D6 /O Data D6 /O Data D6
6 D7 /O Data D7 I/O Data D7
7 CE1 I Card enable CE1 | Card enable CE1A or CE1B
8 A10 | Address A10 I Address A10
9 OE I Output enable OE |  Outputenable RD
10 Al1l | Address All I Address All
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IC Memory Card Interface 1/0 Card Interface

Pin Signal I/0 Function Signal I/O  Function SH7706 Pin
11 A9 I Address A9 | Address A9
12 A8 I Address A8 | Address A8
13 A13 | Address A13 | Address A13
14 Al4 | Address Al4d | Address Al4d
15 WE/PGM |  Write enable WE/PGM | Write enable WE
16 RDY/BSY O Ready/Busy IREQ O  Ready/Busy —
17  Vcc Operation power Vce Operation power —
18 Vpp1 Program power Vpp1 Program/ —
peripheral power
19 Al6 | Address Al6 I Address Al6
20 A15 | Address Al15 I Address Al15
21 Al2 | Address Al2 I Address Al2
22 A7 | Address A7 I Address A7
23 A6 I Address A6 I Address A6
24 A5 I Address A5 I Address A5
25 A4 | Address A4 I Address A4
26 A3 I Address A3 I Address A3
27 A2 I Address A2 I Address A2
28 Al | Address Al I Address Al
29 A0 I Address A0 I Address A0
30 DO /O Data DO /O Data DO
31 D1 /O Data D1 /O Data D1
32 D2 /O Data D2 /O Data D2
33 WP* O  Write protect 10IS16 O 16-bitl/O port  1OIS16
34 GND Ground GND Ground —
35 GND Ground GND Ground —
36 CD1 O  Card detection CD1 O Card detection —
37 D11 /O Data D11 /O Data D11
38 D12 /O Data D12 /O Data D12
39 D13 /O Data D13 I/O Data D13
40 D14 /O Data D14 /O Data D14
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IC Memory Card Interface

1/0 Card Interface

Pin Signal I/O  Function Signal I/O  Function SH7706 Pin

41 D15 I/O Data D15 /O Data D15

42 CE2 [ Card enable CE2 I Card enable CE2A or CE2B

43 VS [ Voltage sense 1 VS1 I Voltage sense 1 ~ —

44 RFU Reserved IORD | /0 read ICIORD

45 RFU Reserved IOWR | /O write ICIOWR

46 A17 I Address Al7 I Address Al7

47 A18 I Address A18 I Address A18

48 A19 I Address A19 I Address A19

49 A20 | Address A20 I Address A20

50 A21 | Address A21 I Address A21

51 Vcc Power supply Vce Power supply —

52 Vpp2 Program power Vpp2 Program/ —

peripheral power

53 A22 | Address A22 I Address A22

54 A23 | Address A23 I Address A23

55 A24 | Address A24 I Address A24

56 A25 | Address A25 I Address A25

57 VS2 I Voltage sense 2 Vs2 I Voltage sense 2 —

58 RESET I Reset RESET | Reset —

59 WAIT O  Wait request WAIT O  Wait request —

60 RFU Reserved INPACK O Inputacknowledge —

61 REG | Attribute memory REG I Attribute memory ~ —
space select space select

62 BVD2 O Battery voltage SPKR O Digital voice signal —
detection

63 BVD1 O  Battery voltage STSCHG O Card state —
detection change

64 D8 /O Data D8 I/O Data D8

65 D9 /O Data D9 /O Data D9

66 D10 /O Data D10 I/O Data D10

67 CD2 O Card detection CD2 O  Card detection —

68 GND Ground GND Ground —

Note: * This LSI does not support WP.
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8.4 Register Description

The BSC has 11 registers. The synchronous DRAM also has a built-in synchronous DRAM mode
register. These registers control direct connection interfaces to memory, wait states and refreshes.

Refer to section 23, List of Registers, for more details of the addresses and access sizes.

e Buscontrol register 1 (BCR1)

e Buscontrol register 2 (BCR2)

* Wait state control register 1 (WCRL1)

e Wait state control register 2 (WCR?2)

¢ Individual memory control register (MCR)

e PCMCIA control register (PCR)

¢ Synchronous DRAM mode register (SDMR)
« Refresh timer control/status register (RTCSR)
¢ Refresh timer counter (RTCNT)

¢ Refresh time constant register (RTCOR)

¢ Refresh count register (RFCR)

84.1 Bus Control Register 1 (BCR1)

Bus control register 1 (BCRL1) is a 16-bit read/write register that sets the functions and bus cycle
state for each area. It isinitialized to H'0000 by a power-on reset, but is not initialized by a manual
reset or by standby mode. Do not access external memory outside area O until BCR1 register
initialization is complete.

Bit Bit Name Initial Value R/W Description

15 PULA 0 R/W  Pin A25 to AO Pull-Up

Specifies whether or not pins A25 to AO are pulled up
for 4 cycles immediately after BACK is asserted.

0: Not pulled up
1: Pulled up
14 PULD 0 R/W  Pin D31 to DO Pull-Up

Specifies whether or not pins D31 to DO are pulled up
when not in use.

0: Not pulled up
1: Pulled up
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Bit

Bit Name

Initial Value R/W

Description

13

HIZMEM

0

R/W

Hi-Z memory control

Specifies the state of A25 to 0, BS, CS, RD/WR,
WE/DQM, RD, CE2A, CE2B and DRAKO/1 in standby
mode.

0: High-impedance state in standby mode.

1: Driven in standby mode.

12

HIZCNT

R/W

High-Z Control

Specifies the state of the RAS and the CAS signals at
standby and bus right release.

0: High-impedance state at standby and bus right
release.

1: Driven at standby and bus right release.

11

ENDIAN

o/t

Endian Flag

Samples the value of the external pin designating
endian upon a power-on reset. Endian for all physical
spaces is decided by this bit, which is read-only.

0: (On reset) Endian setting external pin (MD5) is low.
Indicates the SH7706 is set as big endian.

1: (On reset) Endian setting external pin (MD5) is
high. Indicates the SH7706 is set as little endian.

10
9

AOBST1
AOBSTO

RW
R/W

Area 0 Burst ROM Control

Specify whether to use burst ROM in physical space
area 0. When burst ROM is used, set the number of
burst transfers.

00: Access area 0 as ordinary memory

01: Access area 0 as burst ROM (4 consecutive
accesses). Can be used when bus width is 8, 16,
or 32.

10: Access area 0 as burst ROM (8 consecutive
accesses). Can be used when bus width is 8 or
16.

01: Access area 0 as burst ROM (16 consecutive
accesses). Can be used only when bus width is 8.
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Bit

Bit Name Initial Value R/W

Description

8
7

A5BST1 O
A5BSTO O

R/W
R/W

Area 5 Burst Enable

Specify whether to use burst ROM and PCMCIA burst

mode in physical space area 5. When burst ROM and

PCMCIA burst mode are used, set the number of burst
transfers.

00: Access area 5 as ordinary memory

01: Burst access of area 5 (4 consecutive accesses).
Can be used when bus width is 8, 16, or 32.

10: Burst access of area 5 (8 consecutive accesses).
Can be used when bus width is 8 or 16.

11: Burst access of area 5 (16 consecutive accesses).
Can be used only when bus width is 8.

6

A6BST1 O
A6BSTO O

R/W
R/W

Area 6 Burst Enable

Specify whether to use burst ROM and PCMCIA burst

mode in physical space area 6. When burst ROM and

PCMCIA burst mode are used, set the number of burst
transfers.

00: Access area 6 as ordinary memory

01: Burst access of area 6 (4 consecutive accesses).
Can be used when bus width is 8, 16, or 32.

10: Burst access of area 6 (8 consecutive accesses).
Can be used when bus width is 8 or 16.

11: Burst access of area 6 (16 consecutive accesses).
Can be used only when bus width is 8.

DRAMTP2 0O
DRAMTP1 O
DRAMTPO O

R/W
R/W
R/W

Area 2, Area 3 Memory Type

Designate the types of memory connected to physical
space areas 2 and 3. Ordinary memory, such as ROM,
SRAM, or flash ROM, can be directly connected.
Synchronous DRAM can also be directly connected.

000: Areas 2 and 3 are ordinary memory
001: Reserved (Setting prohibited)

010: Area 2: ordinary memory; area 3: synchronous
DRAM*?

011: Areas 2 and 3 are synchronous DRAM*? *3
100: Reserved (Setting prohibited)
101: Reserved (Setting prohibited)
110: Reserved (Setting prohibited)
111: Reserved (Setting prohibited)
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Bit Bit Name Initial Value R/W Description

1 A5PCM 0 R/W Area 5 Bus Type

Designates whether to access physical space area 5
as PCMCIA space.

0: Access physical space area 5 as ordinary memory
1: Access physical space area 5 as PCMCIA space

0 A6PCM 0 R/W Area 6 Bus Type

Designates whether to access physical space area 6
as PCMCIA space.

0: Access physical space area 6 as ordinary memory
1: Access physical space area 6 as PCMCIA space

Notes: 1. Samples the value of the external pin (MD5) designating endian at power-on reset.
2. When selecting this mode, set the same bus width for areas 2 and 3.
3. Do not access to the SRAM when the clock ratiois 1 @: B ¢=1:1.

84.2 Bus Control Register 2 (BCR2)

The bus control register 2 (BCR2) is a 16-bit read/write register that selects the bus-size width and
8-hit port of each area. It isinitialized to H'3FFO by a power-on reset, but is not initialized by a
manual reset or by standby mode. Do not access external memory outside area O until BCR2
register initialization is complete.

Bit Bit Name Initial Value R/W Description

15,14 — AllO R Reserved

These bits are always read as 0. The write value
should always be 0.

13 A6SZ1 1 R/W Area 6 Bus Size Specification
12 A6SZ0 1 R/W  Specify the bus sizes of physical space area 6.
e When port A/B is unused.
00: Reserved (Setting prohibited)
01: Byte (8-bit) size
10: Word (16-bit) size
11: Longword (32-bit) size
*  When port A/B is used.
00: Reserved (Setting prohibited)
01: Byte (8-bit) size
10: Word (16-bit) size
11: Reserved (Setting prohibited)

Rev. 4.00, 03/04, page 172 of 660
RENESAS



Bit

Bit Name

Initial Value R/W

Description

11
10

A5S71
A5SZ70

1
1

R/W  Area 5 Bus Size Specification

R/W  Specify the bus sizes of physical space area 5.

00:
01:
10:
11:

00:
01:
10:
11:

When port A/B is unused.
Reserved (Setting prohibited)
Byte (8-bit) size

Word (16-bit) size

Longword (32-bit) size

When port A/B is used.
Reserved (Setting prohibited)
Byte (8-bit) size

Word (16-bit) size

Reserved (Setting prohibited)

A4SZ1
A4SZ0

1
1

R/W  Area 4 Bus Size Specification
R/W  Specify the bus sizes of physical space area 4.

00:
01:
10:
11:

00:
01:
10:
11:

When port A/B is unused.
Reserved (Setting prohibited)
Byte (8-bit) size

Word (16-bit) size

Longword (32-bit) size

When port A/B is used.
Reserved (Setting prohibited)
Byte (8-bit) size

Word (16-bit) size

Reserved (Setting prohibited)

A3SZ1
A3SZ0

1
1

R/W  Area 3 Bus Size Specification
R/W  Specify the bus sizes of physical space area 3.

00:
01:
10:
11:

00:
01:
10:
11:

When port A/B is unused.
Reserved (Setting prohibited)
Byte (8-bit) size

Word (16-bit) size

Longword (32-hit) size

When port A/B is used.
Reserved (Setting prohibited)
Byte (8-bit) size

Word (16-bit) size

Reserved (Setting prohibited)
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Bit Bit Name Initial Value  R/W Description
5 A2S71 1 R/W  Area 2 Bus Size Specification
4 A2SZ0 1 R/W  Specify the bus sizes of physical space area 2.

* When port A/B is unused.

00: Reserved (Setting prohibited)

01: Byte (8-bit) size

10: Word (16-bit) size

11: Longword (32-bit) size

e When port A/B is used.

00: Reserved (Setting prohibited)

01: Byte (8-bit) size

10: Word (16-bit) size

11: Reserved (Setting prohibited)
3to0 — AllO R Reserved

These bits are always read as 0. The write value
should always be 0.

8.4.3 Wait State Control Register 1 (WCR1)

Wait state control register 1 (WCR1) is a 16-bit read/write register that specifies the number of
idle (wait) state cyclesinserted for each area. For some memories, the drive of the data bus may
not be turned off quickly even when the read signal from the external deviceisturned off. This
can result in conflicts between data buses when consecutive memory accesses are to different
memories or when awrite immediately follows a memory read. This LS| automatically insertsidle
states equal to the number set in WCRL1 in those cases.

WCR1 isinitialized to H'3FF3 by a power-on reset. It is not initialized by a manual reset or by
standby mode.

Bit Bit Name Initial Value R/W Description

15 WAITSEL 0 R/W  WAIT Sampling Timing Select
Specifies the WAIT signal sampling timing.
0: Set 1 to use the WAIT signal.

1: The WAIT signal is sampled at the falling edge of
CKIO.

14 — 0 R Reserved

These bits are always read as 0. The write value
should always be 0.
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Bit

Bit Name

Initial Value R/W

Description

13
12

A6IW1
AGIWO

1
1

R/W
RW

Area 6 Intercycle ldle Specification

Specify the number of idles inserted between bus
cycles when switching between physical space area 6
to another space or between a read access to a write
access in the same physical space.

00: 1 idle cycle inserted
01: 1 idle cycle inserted
10: 2 idle cycles inserted

11: 3idle cycles inserted

11
10

A5IW1
A5IWO0

R/W
R/W

Area 5 Intercycle Idle Specification

Specify the number of idles inserted between bus
cycles when switching between physical space area 5
to another space or between a read access to a write
access in the same physical space.

00: 1 idle cycle inserted
01: 1 idle cycle inserted
10: 2 idle cycles inserted
11: 3idle cycles inserted

A4lW1
A41WO0

RW
R/W

Area 4 Intercycle Idle Specification

Specify the number of idles inserted between bus
cycles when switching between physical space area 4
to another space or between a read access to a write
access in the same physical space.

00: 1 idle cycle inserted
01: 1 idle cycle inserted
10: 2 idle cycles inserted
11: 3 idle cycles inserted

6

A3IW1
A3IWO0

RW
R/W

Area 3 Intercycle Idle Specification

Specify the number of idles inserted between bus
cycles when switching between physical space area 3
to another space or between a read access to a write
access in the same physical space.

00: 1 idle cycle inserted
01: 1idle cycle inserted
10: 2 idle cycles inserted
11: 3idle cycles inserted
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Bit Bit Name Initial Value R/W

Description

5 A2IW1 1
4 A2IWO0 1

R/W
R/W

Area 2 Intercycle Idle Specification

Specify the number of idles inserted between bus
cycles when switching between physical space area 2
to another space or between a read access to a write
access in the same physical space.

00: 1 idle cycle inserted
01: 1 idle cycle inserted
10: 2 idle cycles inserted
11: 3idle cycles inserted

3,2 — AllO

Reserved

These bits are always read as 0. The write value
should always be 0.

1 AOIW1 1
0 AOIWO

R/W
R/W

Area 0 Intercycle Idle Specification

Specify the number of idles inserted between bus
cycles when switching between physical space area 0
to another space or between a read access to a write
access in the same physical space.

00: 1 idle cycle inserted
01: 1 idle cycle inserted
10: 2 idle cycles inserted
11: 3idle cycles inserted
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844

Wait State Control Register 2 (WCR2)

Wait state control register 2 (WCR?2) is a 16-bit read/write register that specifies the number of
wait state cyclesinserted for each area. It aso specifies the pitch of data access for burst memory
accesses. Thisallows direct connection of even low-speed memories without an external circuit.

Bit Bit Name Initial Value R/W Description
15 ABW?2 1 R/W  Area 6 Wait Control
14 ABW1 1 R/W  Specify the number of wait states inserted into
13 ABWO 1 RIW physical space area 6. Also specify the burst pitch for
burst transfer.
Refer to table 8.6 for details.
12 A5W2 R/W  Area 5 Wait Control
11 ASW1 R/W  Specify the number of wait states inserted into
10 A5WO0 1 RIW physical space area 5. Also specify the burst pitch for
burst transfer.
Refer to table 8.7 for details.
A4W?2 R/W  Area 4 Wait Control
A4W1 1 R/W  Specify the number of wait states inserted into
AAWO 1 R/W physical space area 4.
Refer to table 8.8 for details.
A3W1 1 R/W  Area 3 Wait Control
A3WO0 R/W  Specify the number of wait states inserted into

physical space area 3.
e For Ordinary memory

Inserted Wait States WAIT Pin
00: 0 Ignored
01: 1 Enable
10: 2 Enable
11: 3 Enable

e For Synchronus DRAM
Synchronus DRAM :CAS Latency

00: 1
01: 1
10: 2
11: 3
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Bit Bit Name Initial Value R/W  Description

4 A2W1 1 R/W  Area 2 Wait Control

3 A2WO0 1 R/W  Specify the number of wait states inserted into
physical space area 2.

e For Ordinary memory

Inserted Wait States WAIT Pin
00: 0 Ignored
01: 1 Enabled
10: 2 Enabled
11: 3 Enabled

e For Synchronus DRAM
Synchronus DRAM :CAS Latency

00: 1
01: 1
10: 2
11: 3
2 AOW?2 1 R/W  Area 0 Wait Control
1 AOW1 1 R/W  Specify the number of wait states inserted into
0 AOWO 1 R/  Physical space area 0. Also specify the burst pitch for

burst transfer.
Refer to table 8.9 for detalils.

Table8.6 Area6 Wait Control

Description
Burst Cycle
WCR2's bits First Cycle (Excluding First Cycle)
Bit 15: Bit14: Bit13: Inserted _ Number of States

ABW2 A6W1 A6WO0O  Wait States WAIT Pin Per Data Transfer WAIT Pin

0 0 0 0 Ignored 2 Enable

1 1 Enable 2 Enable

1 0 2 Enable 3 Enable

1 3 Enable 4 Enable

1 0 0 4 Enable 4 Enable

1 6 Enable 6 Enable

1 0 8 Enable 8 Enable

1 10 Enable 10 Enable
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Table8.7 Area5Wait Control

Description

WCR2's bits

First Cycle

Burst Cycle
(Excluding First Cycle)

Bit 12: Bit 11:

Bit 10: Inserted

Number of States

ASW2 A5W1 A5WO0  Wait States  WAIT Pin Per Data Transfer WAIT Pin
0 0 0 0 Ignored 2 Enable
1 1 Enable 2 Enable
1 0 2 Enable 3 Enable
1 3 Enable 4 Enable
1 0 0 4 Enable 4 Enable
1 6 Enable 6 Enable
1 0 8 Enable 8 Enable
1 10 Enable 10 Enable
Table8.8 Area4 Wait Control
WCR?2's bits Description
Bit 9: AAW2 Bit 8: AAW1 Bit 7: AAWO Inserted Wait State  WAIT Pin
0 0 0 0 Ignored
1 1 Enable
1 0 2 Enable
1 3 Enable
1 0 0 4 Enable
1 6 Enable
1 0 8 Enable
1 10 Enable
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Table8.9 Area0Wait Control

Description
Burst Cycle
WCR?2's bits First Cycle (Excluding First Cycle)
Bit 2: Bit 1: Bit O: Inserted - Number of States
AOW2 AOW1 AOWO  Wait States WAIT Pin Per Data Transfer WAIT Pin
0 0 0 0 Ignored 2 Enable
1 1 Enable 2 Enable
1 0 2 Enable 3 Enable
1 3 Enable 4 Enable
1 0 0 4 Enable 4 Enable
1 6 Enable 6 Enable
1 0 8 Enable 8 Enable
1 10 Enable 10 Enable

8.4.5 Individual Memory Control Register (M CR)

Theindividual memory control register (MCR) is a 16-bit read/write register that specifiesRAS
and CAS timing and burst control for synchronous DRAM (areas 2 and 3), specifies address
multiplexing, and controls refresh. This enables direct connection of synchronous DRAM without
external circuits.

The MCRisinitialized to H'0000 by power-on resets, but is not initialized by manual resets or
standby mode. The bits TPC1, TPCO, RCD1, RCDO, TRWL1, TRWLO, TRAS1, TRASO, RASD
and AM X3 to AMXO are written to at the initialization after a power-on reset and are not then
modified again. When RFSH and RMODE are written to, write the same values to the other bits.
When using synchronous DRAM, do not access areas 2 and 3 until thisregister isinitialized.
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Bit

Bit Name

Initial Value R/W

Description

15
14

TPC1
TPCO

0
0

R/W
R/W

RAS Precharge Time

When synchronous DRAM interface is selected as
connected memory, they set the minimum number
of cycles until output of the next bank-active
command after precharge.

The number of cycles to be inserted immediately
after issuing a precharge all banks (PALL)
command in auto-refresh or a precharge (PRE)
command in bank-active mode is one cycle less
than the normal value. In bank-active mode,
neither TPC1 nor TPCO should be cleared to 0.

Immediately after* Immediately
Normal Precharge after
Operation Command Self-Refresh

00: 1 cycle 0 cycle 2 cycles
01: 2 cycles 1 cycle 5 cycles
10: 3 cycles 2 cycles 8 cycles
11: 4 cycles 3 cycles 11 cycles

Note: * Immediately after a precharge all banks (PALL)
command in auto-refresh and a precharge (PRE)
command in bank-active mode.

13
12

RCD1
RCDO

R/W
R/W

RAS-CAS Delay

When synchronous DRAM interface is selected as
connected memory, sets the bank active
read/write command delay time.

00: 1 cycle

01: 2 cycles
10: 3 cycles
11: 4 cycles
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Bit Bit Name

Initial Value R/W

Description

11 TRWL1
10 TRWLO

0
0

R/W
R/W

Write-Precharge Delay

The TRWL bits set the synchronous DRAM write-
precharge delay time. This designates the time
between the end of a write cycle and the next
bank-active command. This is valid only when
synchronous DRAM is connected. After the write
cycle, the next bank-active command is not issued
for the period TPC + TRWL.

00: 1 cycle

01: 2 cycles

10: 3 cycles

11: Reserved (Setting prohibited)

TRAS1
TRASO

R/W
R/W

CAS-Before-RAS Refresh RAS Assert Time

When synchronous DRAM interface is selected as
connected memory, no bank-active command is
issues during the period TPC + TRAS after an
auto-refresh command.

00: 2 cycles
01: 3 cycles
10: 4 cycles
11: 5 cycles

7 RASD

R/W

Synchronous DRAM Bank Active

Specifies whether synchronous DRAM is used in
bank active mode or auto-precharge mode.

When both areas 2 and 3 are to be connected to
synchronous DRAM, select auto-precharge mode.

0: Auto-precharge mode
1: Bank active mode
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Bit Bit Name Initial Value R/W Description

6 AMX3 0 R/W Address Multiplex

5 AMX2 0 R/W The AMX bits specify address multiplexing for

4 AMX1 0 RIW synchronous DRAM. The actual address shift
value differs between DRAM interface and

3 AMXO0 0 R/W

synchronous DRAM interface.

For Synchronous DRAM interface:
0000: Reserved (Setting prohibited)
0001: Reserved (Setting prohibited)
0010: Reserved (Setting prohibited)
0011: Reserved (Setting prohibited)

0100: The row address begins with A9. (The A9
value is output at A1 when the row address
is output. 64 M (1 M x 16 bits x 4 banks))

0101: The row address begins with A10. (The A10
value is output at A1 when the row address
is output. 128 M (2 M x 16 bits x 4 banks),
64 M (2 M x 8 bits x 4 banks))

0110: Cannot be set.

0111: The row address begins with A9. (The A9
value is output at A1 when the row address
is output. 64 M (512 k x 32 bits x 4
banks)*?)

1000: Reserved (Setting prohibited)
1001: Reserved (Setting prohibited)
1010: Reserved (Setting prohibited)
1011: Reserved (Setting prohibited)
1100: Reserved (Setting prohibited)

1101: The row address begins with A10. (The A10
value is output at A1 when the row address
is output. 256 M (4 M x 16 bits x 4 banks))

1110: The row address begins with A11. (The All
value is output at A1 when the row address
is output. 512 M (8 M x 16 bits x 4 banks)*")

1111: Reserved (Setting prohibited)

Notes: 1. Cannot be set when using a 32-bit bus

width.

2. Cannot be set when using a 16-bit bus
width.
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Bit Bit Name Initial Value R/W

Description

2 RFSH 0

R/W

Refresh Control

The RFSH bit determines whether or not the
refresh operation of the DRAM and synchronous
DRAM is performed. The timer for generation of
the refresh request frequency can also be used as
an interval timer.

0: No refresh
1: Refresh

1 RMODE 0

R/W

Refresh Mode

The RMODE bit selects whether to perform an
ordinary refresh or a self-refresh when the RFSH
bit is 1. When the RFSH bit is 1 and this bitis 0, a
CAS-before-RAS refresh or an auto-refresh is
performed on synchronous DRAM at the period
set by the refresh-related registers RTCNT,
RTCOR and RTCSR. When a refresh request
occurs during an external bus cycle, the bus cycle
will be ended and the refresh cycle performed.
When the RFSH bit is 1 and this bit is also 1, the
synchronous DRAM will wait for the end of any
executing external bus cycle before going into a
self-refresh. All refresh requests to memory that is
in the self-refresh state are ignored.

0: CAS-before-RAS refresh (RFSH must be 1)
1: Self-refresh (RFSH must be 1)

R/W

Reserved

This bit is always read as 0. The write value
should always be 0.
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8.4.6 PCMCIA Control Register (PCR)

The PCMCIA control register (PCR) is a 16-bit read/write register that specifies the timing for the
assertion or negation of the OE and WE signals for the PCMCIA interface connected to areas 5
and 6. The width for assertion of the OE and WE signalsis set by the wait control bit in the WCR2
register.

Bit* Bit Name Initial Value R/W Description

15 ABW3 0 R/W Area 6 Wait Control

The A6W3 bit specifies the number of inserted
wait states for area 6 combined with bits A6W2 to
ABWO0 in WCR2. It also specifies the number of
transfer states in burst transfer. Set this bit to O
when area 6 is not set to PCMCIA.

Refer to table 8.10 for details.

14 A5W3 0 R/W Area 5 Wait Control

The A5W3 bit specifies the number of inserted
wait states for area 5 combined with bits ASW2 to
A5WO0 in WCR2. It also specifies the number of
transfer states in burst transfer. Set this bit to O
when area 5 is not set to PCMCIA.

The relationship between the setting value and the
number of waits is the same as A6W3.

13,12 — All 0 R Reserved

These bits are always read as 0. The write value
should always be 0.

11 A5TED2 0 R/W  Area5 Address OE/WE Assert Delay
A5STED1 0 R/W The A5STED bits specify the address to OE/WE
ASTEDO 0 RIW assert delay time for the PCMCIA interface

connected to area 5.
000: 0.5-cycle delay
001: 1.5-cycle delay
010: 2.5-cycle delay
011: 3.5-cycle delay
100: 4.5-cycle delay
101: 5.5-cycle delay
110: 6.5-cycle delay
111: 7.5-cycle delay
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Bit* Bit Name Initial Value R/W

Description

10 A6TED2 0
5 AG6TED1 0
A6TEDO 0

R/W
R/W
R/W

Area 6 Address OE/WE Assert Delay

The A6TED bits specify the address to OE/WE
assert delay time for the PCMCIA interface
connected to area 6.

000: 0.5-cycle delay
001: 1.5-cycle delay
010: 2.5-cycle delay
011: 3.5-cycle delay
100: 4.5-cycle delay
101: 5.5-cycle delay
110: 6.5-cycle delay
111: 7.5-cycle delay

©

AS5TEH2
A5TEH1
AS5TEHO

N W

R/W
R/W
R/W

Area 5 OE/WE Negate Address Delay

The A5TEH bits specify the OE/WE negate
address delay time for the PCMCIA interface
connected to area 5.

000: 0.5-cycle delay
001: 1.5-cycle delay
010: 2.5-cycle delay
011: 3.5-cycle delay
100: 4.5-cycle delay
101: 5.5-cycle delay
110: 6.5-cycle delay
111: 7.5-cycle delay

[ee]

AGTEH2
AG6TEH1
AGTEHO

o P

R/W
R/W
R/W

Area 6 OE/WE Negate Address Delay

The A6TEH bits specify the OE/WE negate
address delay time for the PCMCIA interface
connected to area 6.

000: 0.5-cycle delay
001: 1.5-cycle delay
010: 2.5-cycle delay
011: 3.5-cycle delay
100: 4.5-cycle delay
101: 5.5-cycle delay
110: 6.5-cycle delay
111: 7.5-cycle delay

Note: * The bit numbers are out of sequence.
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Table8.10 Area 6 Wait Control

Description
Top Cycle Burst Cycle
Number of
wore s gmeper
ABW3 A6W2 A6W1 A6WO0  State WAIT Pin Transfer WAIT Pin
0 0 0 0 0 Ignored 2 Enabled
0 0 0 1 1 Enabled 2 Enabled
0 0 1 0 2 Enabled 3 Enabled
0 0 1 1 3 Enabled 4 Enabled
0 1 0 0 4 Enabled 5 Enabled
0 1 0 1 6 Enabled 7 Enabled
0 1 1 0 8 Enabled 9 Enabled
0 1 1 1 10 Enabled 11 Enabled
1 0 0 0 12 Enabled 13 Enabled
1 0 0 1 14 Enabled 15 Enabled
1 0 1 0 18 Enabled 19 Enabled
1 0 1 1 22 Enabled 23 Enabled
1 1 0 0 26 Enabled 27 Enabled
1 1 0 1 30 Enabled 31 Enabled
1 1 1 0 34 Enabled 35 Enabled
1 1 1 1 38 Enabled 39 Enabled
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84.7 Synchronous DRAM Mode Register (SDMR)

The synchronous DRAM mode register (SDMR) is written to via the synchronous DRAM address
bus and is an 8-bit write-only register. It sets synchronous DRAM mode for areas 2 and 3. SDMR
must be set before synchronous DRAM is accessed.

Writes to the synchronous DRAM mode register use the address bus rather than the data bus. If the
valueto be setis X and the SDMR addressis Y, the value X iswritten in the synchronous DRAM
mode register by writing in address X + Y. Since, with a 32-bit bus width, A0 of the synchronous
DRAM isconnected to A2 of the chip and A1 of the synchronous DRAM is connected to A3 of
the chip, the value actually written to the synchronous DRAM isthe X value shifted two bits right.
With a 16-bit bus width, the value written isthe X value shifted one bit right. For example, with a
32-hit bus width, when H'0230 is written to the SDMR register of area 2, random data is written to
the address H'FFFFDOQO0 (address Y) + H'08CO (value X), or H'FFFFD8CO0. As aresult, H'0230 is
written to the SDMR register. The range for value X is H’0000 to H'OFFC. When H'0230 is
written to the SDMR register of area 3, random data is written to the address H'FFFFEQQQ
(address Y) + H'08CO (value X), or H'FFFFEBCO. As aresult, H'0230 is written to the SDMR
register. The range for value X is H'0000 to H'OFFC.

8.4.8 Refresh Timer Control/Status Register (RTCSR)

The refresh timer control/status register (RTCSR) is a 16-bit read/write register that specifiesthe
refresh cycle, whether to generate an interrupt, and that interrupt's cycle. It isinitialized to H'0000
by a power-on reset, but is not initialized by a manual reset or standby mode and holds its values
unchanged. Make the RTCOR setting before setting bits CKS2 to CKS0 in RTCSR.

Note:  Writing to the RTCSR differs from that to general registersto ensure the RTCSR is hot
rewritten incorrectly. Use the word-transfer instruction to set the upper byte as
B'10100101 and the lower byte as the write data. For the byte-transfer instruction, writing
isdisabled. Read datain 16 bits. 0 is read from undefined bits.
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Bit

Bit Name

Initial Value R/W

Description

15to 8

All O

R

Reserved

These bits are always read as 0. The write value
should always be 0.

CMF

R/W

Compare Match Flag

The CMF status flag indicates that the values of
RTCNT and RTCOR match.

0: The values of RTCNT and RTCOR do not
match.
Clear condition: When a refresh is performed
After 0 has been written in CMF and RFSH =1
and RMODE =0 (to perform a CBR refresh).

1: The values of RTCNT and RTCOR match.
Set condition: RTCNT = RTCOR *

Note: * Contents don’t change when 1 is written to
CMF.

CMIE

R/W

Compare Match Interrupt Enable

Enables or disables an interrupt request caused
when the CMF of RTCSR is set to 1. Do not set
this bit to 1 when using auto-refresh.

0: Disables an interrupt request caused by CMF
1: Enables an interrupt request caused by CMF

CKS2
CKS1
CKSO0

R/W
R/W
R/W

Clock Select Bits

Select the clock input to RTCNT. The source clock
is the external bus clock (CKIO). The RTCNT
count clock is CKIO divided by the specified ratio.
RTCOR should be set before setting CKS2 to
CKSO0.

000: Disables clock input
001: Bus clock (CKIO)/4
010: CKIO/16

011: CKIO/64

100: CKIO/256

101: CKIO/1024

110: CKIO/2048

111: CKIO/4096
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Bit Bit Name Initial Value R/W

Description

2 OVF 0

R/W

Refresh Count Overflow Flag

The OVF status flag indicates when the number of
refresh requests indicated in the refresh count
register (RFCR) exceeds the limit set in the LMTS
bit of RTCSR.

0: RFCR has not exceeded the count limit value
set in LMTS
Clear Conditions: When 0 is written to OVF

1: RFCR has exceeded the count limit value set in
LMTS
Set Conditions: When the RFCR value has
exceeded the count limit value set in LMTS*

Note: * Contents don't change when 1 is written to
OVF.

1 OVIE 0

RW

Refresh Count Overflow Interrupt Enable

OVIE selects whether to suppress generation of
interrupt requests by OVF when the OVF bit of
RTCSR is set to 1.

0: Disables interrupt requests from the OVF
1: Enables interrupt requests from the OVF

0 LMTS 0

R/W

Refresh Count Overflow Limit Select

Indicates the count limit value to be compared to
the number of refreshes indicated in the refresh
count register (RFCR). When the value RFCR
overflows the value specified by LMTS, the OVF
flag is set.

0: Count limit value is 1024
1: Count limit value is 512
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849 Refresh Timer Counter (RTCNT)

RTCNT isa 16-bit read/write register. RTCNT is an 8-bit counter that counts up with input clocks.
The clock select bits (CKS2 to CKS0) of RTCSR select the input clock. When RTCNT matches
RTCOR, the CMF bit of RTCSR isset and RTCNT iscleared. RTCNT isinitialized to H'00 by a
power-on reset; it continues incrementing after a manual reset; it is not initialized by standby
mode and holds its val ues unchanged.

Note: Writing to the RTCNT differs from that to general registersto ensure the RTCNT is not
rewritten incorrectly. Use the word-transfer instruction to set the upper byte as
B'10100101 and the lower byte as the write data. For the byte-transfer instruction, writing
isdisabled. Read datain 16 bits. 0 is read from undefined bits.

Bit Bit Name Initial Value R/W Description

15t08 — AllO R Reserved
These bits are always read as 0.

7t00 — All O R/W 8-bit counter

8.4.10 Refresh Time Constant Register (RTCOR)

The refresh time constant register (RTCOR) is a 16-bit read/write register. The values of RTCOR
and RTCNT (bottom 8 bits) are constantly compared. When the values match, the CMF of
RTCSR isset and RTCNT iscleared to 0. When the refresh bit (RFSH) of the individual memory
control register (MCR) is set to 1 and the refresh mode is set to auto refresh, a memory refresh
cycle occurs when the CMF bit is set. RTCOR isinitialized to H'00 by a power-on reset. It is not
initialized by a manual reset or standby mode, but holds its contents. Make the RTCOR setting
before setting bits CKS2 to CKS0 in RTCSR.

Note: Writing to the RTCOR differs from that to general registers to ensure the RTCOR is not
rewritten incorrectly. Use the word-transfer instruction to set the upper byte as
B'10100101 and the lower byte as the write data. For the byte-transfer instruction, writing
isdisabled. Read datain 16 bits. 0 is read from undefined bits.

Bit Bit Name Initial Value R/W Description
15t08 — All 0 R Reserved

These bits are always read as 0.
7t00 — All O R/W Upper limit of the counter (8 bits)
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8.4.11 Refresh Count Register (RFCR)

The refresh count register (RFCR) is a 16-bit read/write register. It is a 10-bit counter that
increments every time RTCOR and RTCNT match. When RFCR exceeds the count limit value set
inthe LMTS of RTCSR, RTCSR's OVF hit is set and RFCR clears. RFCR isinitialized to H'0000
when a power-on reset is performed. It is not initialized by a manual reset or standby mode, but
holds its contents.

Note: Writing to the RFCR differs from that to general registers to ensure the RFCR is not
rewritten incorrectly. Use the word-transfer instruction to set the MSB and followed six
bits of upper bytes as B'101001 and remaining bits as the write data. For the byte-transfer
instruction, writing is disabled. Read datain 16 bits. O is read from undefined bits.

Bit Bit Name Initial Value R/W Description
15t010 — All O R Reserved

These bits are always read as 0.
9to 0 — All 0 R/W 10-bit counter

85 Operation

85.1 Endian/Access Size and Data Alignment

This LS supports both big endian, in which the 0 address is the most significant byte in the byte
data, and little endian, in which the 0 addressis the least significant byte. This switchover is
designated by an external pin (MD5 pin) at the time of a power-on reset. After a power-on reset,
big endian is engaged when MD5 is low; little endian is engaged when MD5 is high.

Three data bus widths are available for ordinary memory (byte, word, longword) and two data bus
widths (word and longword) for synchronous DRAM. For the PCMCIA interface, choose from
byte and word. This means data alignment is done by matching the device's data width and endian.
The access unit must also be matched to the device's bus width. This aso means that when
longword data is read from a byte-width device, the read operation must happen 4 times. In this
LS, data alignment and conversion of data length is performed automatically between the
respective interfaces.

Tables 8.11 through 8.16 show the relationship between endian, device data width, and access
unit.
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Table8.11 32-Bit External Device/Big Endian Access and Data Alignment

Data Bus Strobe Signals
D31to D23to Di5to WES, WE2, WET1, WEQ,
Operation D24 D16 D8 D7 to DO DQMUU DQMUL DQMLU DQMLL
Byte access at0 Data — — — Assert
7t00
Byte accessatl — Data — — Assert
7t00
Byte access at2 — — Data — Assert
7t00
Byte access at3 — — — Data Assert
7t00
Word access at0 Data Data — — Assert Assert
15to8 7100
Word accessat2 — — Data Data Assert Assert
15t08 7to0

Longword access Data Data Data Data Assert Assert Assert Assert
ato0 31to24 23t016 15t08 7to0

Table8.12 16-Bit External Device/Big Endian Access and Data Alignment

Data Bus Strobe Signals
D31 toD23toD15to WES, WE2, WET1, WEQ,
Operation D24 D16 D8 D7 to DODQMUU DQMUL DQMLU DQMLL
Byte access at 0 — — Data — Assert
7t00
Byte access at 1 — — — Data Assert
7t00
Byte access at 2 — — Data — Assert
7t00
Byte access at 3 — — — Data Assert
7t00
Word access at0 — — Data Data Assert Assert
15t08 7to0
Word accessat2 — — Data Data Assert Assert
15to8 7100
Longword 1st — — Data Data Assert Assert
access time at 0 31to24 23to 16
at0 2nd — — Data Data Assert Assert
time at 2 15t08 7to0
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Table8.13 8-Bit External Device/Big Endian Access and Data Alignment

Data Bus Strobe Signals
D31 toD23 to D15 to WES, WE2, WET1, WEQO,
Operation D24 D16 D8 D7to DO DQMUU DQMUL DQMLU DQMLL
Byte access at 0 — — — Data Assert
7100
Byte access at 1 — — — Data Assert
7t00
Byte access at 2 — — — Data Assert
7t00
Byte access at 3 — — — Data 7 to Assert
0
Word 1sttime — — — Data Assert
accessat0 atO 15t0 8
2nd time— — — Data Assert
atl 7t00
Word 1sttime — — — Data Assert
accessat2 at2 15t0 8
2nd time — — — Data Assert
at3 7t00
Longword  1sttime — — — Data Assert
accessat0 atO 31to 24
2nd time — — — Data Assert
atl 23to 16
3rd time — — — Data Assert
at 2 15t0 8
4th time — — — Data Assert
at3 7t00
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Table8.14 32-Bit External Device/Little Endian Access and Data Alignment

Data Bus Strobe Signals
D31to D23to D15to WES, WE2, WET1, WEQ,
Operation D24 D16 D8 D7 to DODQMUU DQMUL DQMLU DQMLL
Byte access at0 — — — Data Assert
7t00
Byte accessatl — — Data — Assert
7t00
Byte accessat2 — Data — — Assert
7t00
Byte access at 3 Data — — — Assert
7t00
Word access at0 — — Data Data Assert Assert
15to8 7t00
Word access at 2 Data Data — — Assert Assert
15t08 7toO0

Longword access Data Data Data Data Assert Assert Assert Assert
ato0 31to24 23t016 15t08 7t00

Table8.15 16-Bit External Device/Little Endian Access and Data Alignment

Data Bus Strobe Signals
D31 toD23toD15to WES, WE2, WET1, WEQ,
Operation D24 D16 D8 D7 to DODQMUU DQMUL DQMLU DQMLL
Byte access at 0 — — — Data Assert
7t00
Byte access at 1 — — Data — Assert
7t00
Byte access at 2 — — — Data Assert
7t00
Byte access at 3 — — Data — Assert
7t00
Word access at0 — — Data Data Assert Assert
15t08 7to0
Word access at2 — — Data Data Assert Assert
15to8 7100
Longword 1st — — Data Data Assert Assert
access time at 0 15to8 7100
ato 2nd — — Data Data Assert Assert
time at 2 31to24 231016
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Table8.16 8-Bit External Device/Little Endian Access and Data Alignment

Data Bus Strobe Signals
D31 to D23 to D15 to WES, WE2, WET1, WEQO,
Operation D24 D16 D8 D7to DO DQMUU DQMUL DQMLU DQMLL
Byte access at 0 — — — Data Assert
7t00
Byte access at 1 — — — Data Assert
7t00
Byte access at 2 — — — Data Assert
7t00
Byte access at 3 — — — Data Assert
7t00
Word 1st time — — — Data Assert
accessat0 atO 7t00
2nd — — — Data Assert
time at 15t0 8
1
Word 1st time — — — Data Assert
accessat2 at2 7t00
2nd — — — Data Assert
time at 15t0 8
3
Longword  1sttime — — — Data Assert
accessat0 atO 7t00
2nd — — — Data Assert
time at 15t0 8
1
3rd time — — — Data Assert
at 2 23to 16
4th time — — — Data Assert
at3 31to 24
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8.5.2 Description of Areas

Area 0: Area0 physical addresses A28 to A26 are 000. Addresses A31 to A29 are ignored and the
address range is H'00000000 + H'20000000 x nh — H'03FFFFFF + H'20000000 % n (n =0to 6 and
n =1 to 6 are the shadow spaces).

Ordinary memories such as SRAM, ROM, and burst ROM can be connected to this space. Byte,
word, or longword can be selected as the bus width using external pins MD3 and MD4. When the
area 0 space is accessed, a CS0 signal is asserted. An RD signal that can be used as OE and the
WEO to WE3 signals for write control are also asserted. The number of bus cyclesis selected
between 0 and 10 wait cycles using the AOW2 to AOWO bhits of WCR2. In addition, any number of
waits can be inserted in each bus cycle by means of the external wait pin (WAIT). When the burst
function is used, the bus cycle pitch of the burst cycle is determined within arange of 2 to 10
according to the number of waits.

Area 1: Areal physical addresses A28 to A26 are 001. Addresses A31 to A29 are ignored and the
address range is H'04000000 + H'20000000 x n to H'07FFFFFF + H'20000000 x n (h=0to0 6
and n = 1 to 6 are the shadow spaces).

Areal isthe area specifically for theinternal peripheral modules. The external memories cannot
be connected.

Control registers of peripheral modules shown below are mapped to this area 1. Their addresses

are physical address, to which logical addresses can be mapped with the MMU enabled:
DMAC, PORT, SCIF, ADC, DAC, INTC (except INTEVT, IPRA, |PRB)

Those registers must be set not to be cached.

Area 2: Area 2 physical addresses A28 to A26 are 010. Addresses A31 to A29 areignored and the
address range is H'08000000 + H'20000000 x n to H'OBFFFFFF + H'20000000 x n (n=0to 6
and n = 1to 6 are the shadow spaces).

Ordinary memories like SRAM and ROM, as well as synchronous DRAM, can be connected to
this space. Byte, word, or longword can be selected as the bus width using the A2SZ1 to A2SZ0
bits of BCR2 for ordinary memory.

When the area 2 space is accessed, aCS2 signal is asserted. When ordinary memories are
connected, an RD signal that can be used as OE and the WEO to WE3 signals for write control are
also asserted and the number of bus cyclesis selected between 0 and 3 wait cycles using the
A2W1 to A2WO bits of WCR2.

When synchronous DRAM is connected, the RASU, RASL signal, CASU, CASL signal, RD/WR
signal, and byte controls DQMHH, DQMHL, DQMLH, and DQMLL are all asserted and
addresses multiplexed. Control of RASU, RASL, CASU, CASL, datatiming, and address
multiplexing is set with MCR.
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Area 3. Area 3 physical addresses A28 to A26 are 011. Addresses A31 to A29 areignored and the
address range is H'0C000000 + H'20000000 x n to H'OFFFFFFF + H'20000000 x n (n=0t0 6
and n = 1to 6 are the shadow spaces).

Ordinary memories like SRAM and ROM, as well as synchronous DRAM, can be connected to
this space. Byte, word or longword can be selected as the bus width using the A3SZ1 to A3SZ0
bits of BCR2 for ordinary memory.

When area 3 space is accessed, CS3 is asserted.

When ordinary memories are connected, an RD signal that can be used as OE and the WEO to
WES3 signals for write control are asserted and the number of bus cyclesis selected between 0 and
3 wait cycles using the A3W1 to A3WO bits of WCR2.

When synchronous DRAM is connected, the RASU, RASL signal, CASU, CASL signal, RD/WR
signal, and byte controls DQMHH, DQMHL, DQMLH, and DQMLL are all asserted and
addresses multiplexed. Control of RAS, CAS, and datatiming and of address multiplexing is set
with MCR.

Area 4. Area4 physical addresses A28 to A26 are 100. Addresses A31 to A29 areignored and the
address range is H'10000000 + H'20000000 x n to H'13FFFFFF + H'20000000 x n (n=0t0 6
and n = 1to 6 are the shadow spaces).

Only ordinary memories like SRAM and ROM can be connected to this space. Byte, word, or
longword can be selected as the bus width using the A4SZ1 to A4SZ0 bits of BCR2. When the
area 4 space is accessed, a CS4 signal is asserted. An RD signal that can be used as OE and the
WEO to WE3 signals for write control are also asserted. The number of bus cyclesis selected
between 0 and 10 wait cycles using the A4W2 to A4WO bits of WCR2.

Areab: Area5 physical addresses A28 to A26 are 101. Addresses A31 to A29 are ignored and the
address range is the 64 Mbytes at H'14000000 + H'20000000 x n to H'17FFFFFF + H'20000000
xn(n=0to 6 andn=1to 6 are the shadow spaces).

Ordinary memories like SRAM and ROM as well as burst ROM and PCMCI A interfaces can be
connected to this space. When the PCMCIA interface is used, the IC memory card interface
address range comprises the 32 Mbytes at H'14000000 + H'20000000 x n to H'15FFFFFF +
H'20000000 x n (wheren = 0to 6, and n = 1 to 6 represents shadow space), and the I/O card
interface address range comprises the 32 Mbytes at H'16000000 + H'20000000 x n to
H'17FFFFFF + H'20000000 x n (where n = 0 to 6, and n = 1 to 6 represents shadow space).

For ordinary memory and burst ROM, byte, word, or longword can be selected as the bus width
using the A5SZ1 to A5SZ0 bits of BCR2. For the PCMCI A interface, byte, and word can be
selected as the bus width using the A5SZ1 to A5SZ0 bits of BCR2.
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When the area 5 space is accessed and ordinary memory is connected, aCS5 signal is asserted. An
RD signal that can be used as OE and the WEO to WE3 signals for write control are also asserted.
When the PCMCIA interface is used, the CE1A signal, CE2A signal, RD signal as OE signal, and
WEL, ICIORD, and ICIOWR signals are asserted.

The number of bus cyclesis selected between 0 and 10 wait cycles using the ASW2 to ASWO bits
of WCR2. With the PCMCIA interface, from 0 to 38 wait cycles can be selected using the ASW2
to ASWO bits of WCR2 and the A5W3 bit of PCR. In addition, any number of waits can be
inserted in each bus cycle by means of the external wait pin (WAIT). When aburst function is
used, the bus cycle pitch of the burst cycle is determined within arange of 2 to 11 (2 to 39 for the
PCMCIA interface) according to the number of waits. The setup and hold times of address/CS5
for the read/write strobe signals can be set in the range 0.5 to 7.5 using ASTED2 to ASTEDO and
AS5TEH2 to ASTEHO bits of the PCR register.

Area 6: Area 6 physical addresses A28 to A26 are 110. Addresses A31 to A29 are ignored and the
address range is the 64 Mbytes at H'18000000 + H'20000000 x n — H'1BFFFFFF + H'20000000 x
n(n=0to 6 and n =1 to 6 are the shadow spaces).

Ordinary memories like SRAM and ROM as well as burst ROM and PCMCIA interfaces can be
connected to this space. When the PCMCIA interface is used, the IC memory card interface
addressrange is 32 Mbytes at H'18000000 + H'20000000 x n — H'19FFFFFF + H'20000000 x n
and the /O card interface address range is 32 Mbytes at H'1JA000000 + H'20000000 x n—
H'1BFFFFFF + H'20000000 x n (n = 0to 6 and n = 1 to 6 are the shadow spaces).

For ordinary memory and burst ROM, byte, word, or longword can be selected as the bus width
using the A6SZ1 to A6SZ0 bits of BCR2. For the PCMCIA interface, byte, and word can be
selected as the bus width using the A6SZ1 to A6SZO0 bits of BCR2.

When the area 6 space is accessed and ordinary memory is connected, aCS6 signal is asserted. An
RD signal that can be used as OE and the WEO to WE3 signals for write control are also asserted.
When the PCMCIA interface is used, the CE1B signal, CE2B signal, RD signal as OE signal, and
WE, ICIORD, and ICIOWR signals are asserted.

The number of bus cyclesis selected between 0 and 10 wait cycles using the A6W?2 to A6WO bits
of WCR2. With the PCMCIA interface, from 0 to 38 wait cycles can be selected using the AGW2
to ABWO bits of WCR2 and the A6W3 bit of PCR. In addition, any number of waits can be
inserted in each bus cycle by means of the external wait pin (WAIT). The bus cycle pitch of the
burst cycle is determined within arange of 2 to 11 (2 to 39 for the PCMCIA interface) according
to the number of waits. The setup and hold times of address/CS6 for the read/write strobe signals
can be set inthe range 0.5to 7.5 using A6TED2 to AGTEDO and A6TEH2 to A6TEHO bits of the
PCR register.
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8.5.3 Basic Interface

Basic Timing: The basic interface of this LS| uses strobe signal output in consideration of the fact
that mainly static RAM will be directly connected. Figure 8.5 shows the basic timing of normal
space accesses. A no-wait normal access is completed in two cycles. The BS signal is asserted for
one cycleto indicate the start of abus cycle. The CSn signal is negated on the T2 clock falling
edge to secure the negation period. Therefore, in case of access at minimum pitch, thereis a half-
cycle negation period.

Thereis no access size specification when reading. The correct access start addressis output in the
least significant bit of the address, but since there is no access size specification, 32 bits are always
read in case of a 32-bit device, and 16 bitsin case of a 16-bit device. When writing, only the WE
signal for the byte to be written is asserted. For details, see section 8.5.1, Endian/Access Size and
Data Alignment.

Read/write for cache fill or write-back follows the set bus width and transfers atotal of 16 bytes
continuously. The busis not released during this transfer. For cache misses that occur during byte
or word operand accesses or branching to odd word boundaries, the fill is aways performed by
longword accesses on the chip-externa interface. Write-through-area write access and non-
cacheable read/write access are based on the actual address size.

CKIO

o X

RD ! i '
Read '

D31 to DO

WEN
Write '

D31 to DO |

BS

Figure8.5 Basic Timing of Basic Interface
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Figures 8.6, 8.7, and 8.8 show examples of connection to 32, 16, and 8-bit data-width static RAM,
respectively.

128k x 8-bit
This LSI SRAM
Al8 N | A6
A2 - ~ Ao
CSn cs
RD OE
D31 - 1107
D24 : 1/00
WE3 WE
D23
D16 . Al6
WE2 : :
D15 - — Ao
: : Ccs
_ D8 OE
WE1 1107
D7 : :
: : /00
DO WE
WEO
A16
Ao
(o3
OE
/07
1/00
WE
A16
Ao
cs
OE
/07
1i00
WE

Figure8.6 Exampleof 32-Bit Data-Width Static RAM Connection
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128k x 8-bit

This LSI SRAM
ALY N .| AL6
Al - ~ A0
Csn cs
RD OE
D15 1107
D8 : /00
WE1 WE
D7
Do Al6
WEO : :
A0
cs
OE
/o7
1100
WE

Figure 8.7 Exampleof 16-Bit Data-Width Static RAM Connection

128K x 8-bit
This LS SRAM
Al6 5 | A6
AD : " { Ao
Csn cs
RD OE
D7 : —{ vo7
DO . " 1ioo
WEO WE

Figure 8.8 Example of 8-Bit Data-Width Static RAM Connection
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Wait State Control: Wait state insertion on the basic interface can be controlled by the WCR2
settings. If the WCR2 wait specification bits corresponding to a particular area are not zero, a
software wait is inserted in accordance with that specification. For details, see section 8.4.4, Wait
State Control Register 2 (WCR2)

The specified number of Tw cycles are inserted as wait cycles using the basic interface wait timing
shown in figure 8.9.

! T1 ' Tw ' T2 !

oo Y T

Read

D31 to DO T : T : i ' T

WEn ' : A
Write i - T - T - T
D31 to DO ——< ! i ! , ' ! >_

Figure8.9 Basic Interface Wait Timing (Software Wait Only)

When software wait insertion is specified by WCR2, the external wait input WAIT signal isaso
sampled. WAIT pin sampling is shown in figure 8.10. A 2-cycle wait is specified as a software
wait. Sampling is performed at the transition from the Tw state to the T2 state; therefore, if the
WAIT signal has no effect if asserted inthe T1 cycle or the first Tw cycle.

When the WAITSEL bit in the WCRL register is set to 1, the WAIT signal is sampled at the
falling edge of the clock. If the setup time and hold times with respect to the falling edge of the
clock are not satisfied, the value sampled at the next falling edge is used.
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However, the WAIT signal isignored in the following cases:

¢ In 16-byte DMA transfer or dual addressing mode, or when writing data to the external address
area

¢ In16-byte DMA transfer or single addressing mode, or when transferring data from an
external device with DACK to the external address area

¢ When accessing cache for write back

Wait states inserted
by WAIT signal

e Oy
i s s e
Ny tEEEERRET

Write 1 | ] , ] , | , j

D31 to DO

Figure8.10 Basic Interface Wait State Timing (Wait State Insertion by WAIT Signal
WAITSEL =1)
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85.4  SynchronousDRAM Interface

» Synchronous DRAM Direct Connection

Since synchronous DRAM can be selected by the CS signal, physical space areas 2 and 3 can be
connected using RAS and other control signalsin common. If the memory type bits (DRAMTP2
to 0) in BCR1 are set to 010, area 2 is ordinary memory space and area 3 is synchronous DRAM

space; if set to 011, areas 2 and 3 are both synchronous DRAM space. However, do not accessto
the synchronous DRAM when clock ratio is|g:Bg = 1:1.

With this LSI, burst length 1 burst read/single write mode is supported as the synchronous DRAM
operating mode. A data bus width of 16 or 32 bits can be selected. A 16-byte burst transfer is
performed in a cache fill/write-back cycle, and only one accessis performed in a write-through
area write or a non-cacheabl e area read/write.

The control signals for direct connection of synchronous DRAM are RASL, RASU, CASL,
CASU, RD/WR, CS2 or CS3, DQMUU, DQMUL, DQMLU, DQMLL, and CKE. All the signals
other than CS2 and CS3 are common to all areas, and signals other than CKE are valid and fetched
to the synchronous DRAM only when CS2 or CS3 is asserted. Synchronous DRAM can therefore
be connected in parallel to a number of areas. CKE is negated (low) only when self-refreshing is
performed, and is always asserted (high) at other times.

In the refresh cycle and mode-register write cycle, RASU and RASL or CASU and CASL are
output.

Commands for synchronous DRAM are specified by RASL, RASU, CASL, CASU, RD/WR, and
special address signals. The commands are NOP, auto-refresh (REF), self-refresh (SELF),
precharge al banks (PALL), row address strobe bank active (ACTV), read (READ), read with
precharge (READA), write (WRIT), write with precharge (WRITA), and mode register write
(MRS).

Byte specification is performed by DQMUU, DQMUL, DQMLU, and DQMLL. A read/writeis
performed for the byte for which the corresponding DQM islow. In big-endian mode, DQMUU
specifies an access to address 4n, and DQMLL specifies an access to address 4n + 3. Inlittle-
endian mode, DQMUU specifies an access to address 4n + 3, and DQMLL specifies an access to
address 4n.

Figures 8.11 shows examples of the connection of two 1M X 16-bit x 4-bank synchronous
DRAMs and figure 8.12 shows one 1M x 16-bit x 4-bank synchronous DRAM, respectively.
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64M synchronous DRAM

This LSI (1M x 16-bit x 4-bank)
Al15 A13
Al4 Al12
A13 All

A2 A0
CKIO CLK
CKE CKE
Csn cs
RASxX RAS
CASx CAS
RD/WR WE
D31 - D,QlS
D16 DQO
DQMUU DQMU
DaMUL BaMLC
D]:5
. A13
DAMLU AL
DQMLL :
AO
CLK
CKE
CS
RAS
CAS
WE
DQ15
DQO
DQMU
Note : "x"is U or L DQML

Figure8.11 Example of 64-Mbit Synchronous DRAM Connection (32-Bit Bus Width)
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64M synchronous DRAM
1M x 16-bit x 4-bank

This LSI
Al4 Al3
Al13 Al2
Al12 All
Al A0
CKIO CLK
CKE CKE
CSn Cs
RASX RAS
CASx CAS
RD/WR WE
D15 - D.QlS
DO DQo
DQMLU DQMU
DQMLL DQML

Figure 8.12 Example of 64-Mbit Synchronous DRAM (16-Bit Bus Width)

¢ Address Multiplexing

Synchronous DRAM can be connected without external multiplexing circuitry in accordance with
the address multiplex specification bits AMX3-AM X0 in MCR. Table 8.17 shows the relationship
between the address multiplex specification bits and the bits output at the address pins.

A25to A17 and AO are not multiplexed; the original values are always output at these pins.

When AO, the LSB of the synchronous DRAM address, is connected to thisLSl, it performs
longword address specification. Connection should therefore be made in the following order:
connect pin A0 of the synchronous DRAM to pin A2 of thisLSl, then connect pin Al to pin A3.

Table 8.18 shows an example of the connection of address pins when AMX[3:0] = 0100 with 32-
bit bus width.
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Table8.17 Relationship between Bus Width, AM X, and Address M ultiplex Output

Bus  Memory Setting Output External Address Pins
Width  Type AMX3 AMX2 AMX1 AMX0 Timing Alto A8 A9 A10  All  Al12 Al3 Al4 Al5  Al6
32 bits 4M x 1 1 0 1 Column  Alto A8 A9 A10  All  L/H* A13 A28 A24** A25+*
16 bits x address
4 banks** n
Row Al0to A17 A18 Al19 A20 A2l A22 A23  A24  A25*
address
2M x 0 1 0 1 Column  Alto A8 A9 A10 A1l L/H A13 A23** A4+t
16 bits x address
4 banks*? ) )
Row Al0to A17 A18 Al19 A20 A2l  A22  A23*" A24*
address
1M x 0 1 0 0 Column  AltoA8 A9 A10 A1l LM A13 A22¢* A3+
16 bits x address
4 banks** n n
Row A9t0Al6 Al7  Al8  A19  A20 A2l A22** A23*
address
2M x 0 1 0 1 Column  AltoA8 A9 A10 A1l L/H*® A13 A23** A24r*
8 bits x address
4 banks*? n n
Row Al0to A17 A18 Al19  A20 A21  A22  A23* A4+
address
512k x 0 1 1 1 Column  AltoA8 A9 A10 A1l LM A21** A22¢* A15
32 bits x address
4 banks*? n n
Row A9t0Al6 Al7  Al8  A19  A20  A21** A22** A23
address
16 bits 8M x 1 1 1 0 Column  Alto A8 A9 A10  LH*® A12  A23  A24** A25¢*
16 bits x address
4 banks** n n
Row Allto A18 A19 A20 A2l  A22 A23  A24*" AQ5*
address
4M x 1 1 0 1 Column  Alto A8 A9 A10  LH*® A12  A22  A23* A24**
16 bits x address
4 banks*? Row Al0to A17 A18 Al9  A20 A2l  A22  A23** A4+t
address
2M x 0 1 0 1 Column  Alto A8 A9 A10  LH*® A12  A22** A23** A24
16 bits x address
4 banks*? ) 3
Row Al0to A17 A18 Al9  A20 A21  A22** A23** A24
address
1M x 0 1 0 0 Column  AltoA8 A9 A10  LH*® A12  A21** A22%* A15
16 bits x address
4 banks*? n "
Row A9t0Al6 Al7  Al8  A19  A20  A21** A22** A23
address
2M x 0 1 0 1 Column  AltoA8 A9 A10  LH*® A12  A22*" A23** A24
8 bits x address
4 banks*? 2 2
Row Al0to A17 A18 Al19 A20 A21  A22** A23** A24
address
Notes: 1. Only RASL/CASL are output.

2. RASU and CASU are output for upper 32-Mbyte addresses, and RASL and CASL for
lower 32-Mbyte addresses.

3. L/His a bit used in the command specification; it is fixed at L or H according to the

access mode.
4. Bank address specification
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Table8.18 Example of Correspondence between thisL Sl and Synchronous DRAM
Address Pins (AM X (3to 0) = 0100 (32-Bit Bus Width))

Address Pin of this LSI Synchronous DRAM Address Pin
RAS Cycle CAS Cycle Function

Al15 A23 A23 A13(BAl) BANK select address

Al4 A22 A22 A12(BAO)

Al3 A21 Al3 All Address

Al12 A20 L/H Al10 Address/precharge setting

All Al9 All A9 Address

Al10 Al8 Al10 A8

A9 Al7 A9 A7

A8 Al6 A8 A6

A7 Al5 A7 A5

A6 Al4 A6 A4

A5 Al3 A5 A3

A4 Al2 A4 A2

A3 All A3 Al

A2 Al10 A2 A0

Al A9 Al Not used

A0 A8 A0 Not used

e Burst Read

Figure 8.13 shows the timing chart for a burst read. In the example below, it is assumed that four
2M x 8-bit synchronous DRAMSs are connected and a 32-bit data width is used, and the burst
lengthis 1. Following the Tr cycle in which ACTV command output is performed, a READ
command isissued inthe Tcl, Tc2, and Tc3 cycles, and a READA command in the Tc4 cycle, and
the read datais accepted on the rising edge of the external command clock (CKI10) from cycle Td1
to cycle Td4. The Tpc cycleis used to wait for completion of auto-precharge based on the
READA command inside the synchronous DRAM; no new access command can be issued to the
same bank during this cycle, but access to synchronous DRAM for another areais possible. In the
this LSI, the number of Tpc cyclesis determined by the TPC bit specification in MCR, and
commands cannot be issued for the same synchronous DRAM during thisinterval.
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The examplein figure 8.13 shows the basic timing. To connect low-speed synchronous DRAM,
the cycle can be extended by setting WCR2 and MCR bits. The number of cyclesfromthe ACTV
command output cycle, Tr, to the READ command output cycle, Tcl, can be specified by the
RCD bit in MCR, with avalues of 0 to 3 specifying 1 to 4 cycles, respectively. In case of 2 or
more cycles, a Trw cycle, in which an NOP command is issued for the synchronous DRAM, is
inserted between the Tr cycle and the Tc cycle. The number of cycles from READ and READA
command output cycles Tcl-Tc4 to thefirst read data latch cycle, Td1, can be specified as1to 3
cyclesindependently for areas 2 and 3 by means of A2W1 and A2WO0 or A3W1 and A3SWO0 in
WCR2. This number of cycles corresponds to the number of synchronous DRAM CAS latency
cycles.

! Tr I Tcl v Tc2/Tdl + Tc3/Td2 + Tc4/Td3 Td4 I Tpc !

CK'O:';':':':':;

e DT T
Al12 or A11 *! / :
. DO XX A —
S N A R N N I D R O Ve
T s S S S R T B R B
ssorr (Y O
.

Notes: 1. Command bit
2. Column address

Figure8.13 Basic Timing for Synchronous DRAM Burst Read
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Figure 8.14 shows the burst read timing when RCD is set to 1, A3W1 and A3WO are set to 10, and
TPCissetto 1.

The BS cycle, which is asserted for one cycle at the start of abus cycle for normal space access, is
asserted in each of cycles Td1 to Td4 in a synchronous DRAM cycle. When aburst read is
performed, the address is updated each time CAS is asserted. As the unit of burst transfer is 16
bytes, address updating is performed for A3 and A2 only (A3, A2, and Al for a 16-bit bus width).
The order of accessis asfollows: in afill operation in the event of a cache miss, the missed dataiis
read first, then 16-byte boundary data including the missed datais read in wraparound mode.

Tr Trw Tcl Tc2 |, Tc3/Tdl , Te4/Td2 , Td3

Td4

CKIO

Address
upper bits

Al2 or A11 *1

Address
lower bits *2

CS2 or CS3

RASx

CASx

RD/WR

DQMxx

N

e D MWW —
& I/ N A VIS R N B NN BN

Notes: 1. Command bit
2. Column address

Figure8.14 Synchronous DRAM Burst Read Wait Specification Timing
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e Single Read

Figure 8.15 shows the timing when a single address read is performed. Asthe burst length is set to
1 in synchronous DRAM burst read/single write mode, only the required datais output.
Consequently, no unnecessary bus cycles are generated even when a cache-through areais
accessed.

PAVAVAAY;

Address

upper bits . X : . : .

\
X
X

Address j X E j X E j j j E j
lower bits*?2 | | , | , | , | .
S2 or CS3 : E / E E
RASX : i : :
oRS: - .
oM T T T
DM SN S S NS SR I AR A
D31 to DO D W R S b
T e
s W

Notes: 1. Command bit
2. Column address

Figure 8.15 Basic Timingfor Synchronous DRAM Single Read
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e Burst Write

The timing chart for aburst write is shown in figure 8.16. In this LS, a burst write occursonly in
the event of cache write-back or 16-byte transfer by DMAC. In a burst write operation, following
the Tr cyclein which ACTV command output is performed, aWRIT command isissued in the
Tcl, Tc2, and Tc3 cycles, and aWRITA command that performs auto-precharge isissued in the
Tc4 cycle. Inthe write cycle, the write datais output at the same time as the write command. In
case of the write with auto-precharge command, precharging of the relevant bank is performed in
the synchronous DRAM after completion of the write command, and therefore no command can
be issued for the same bank until precharging is completed. Consequently, in addition to the
precharge wait cycle, Tpc, used in aread access, cycle Trwl isaso added as await interval until
precharging is started following the write command. I ssuance of a new command for the same
bank is postponed during thisinterval. The number of Trwl cycles can be specified by the TRWL
bitin MCR.

Tr Tcl Tc2 ) Tc3 ) Tc4 , (Trwl)l (Tpc)l
CKIO :
Address | ' | ' | ' . ' . ! . ! . ! .
upper bits 1 | 1 | 1 | 1 | 1 i 1 i 1 i 1
mzoans L XE END D PN
XXX XX X
lower bits *2 . . . . . . . ; . . . . . . .

RD/WR

RASXx

Csn AN

o NN L
D31 to DO X X X >
(read) IR
ES

Notes: 1. Command bit
2. Column address

Figure8.16 Basic Timing for Synchronous DRAM Burst Write
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e Single Write

The basic timing chart for write accessis shown in figure 8.17. In a single write operation,
following the Tr cycle in which ACTV command output is performed, aWRITA command that
performs auto-precharge isissued in the Tcl cycle. Inthe write cycle, the write datais output at
the same time as the write command. In case of the write with auto-precharge command,
precharging of the relevant bank is performed in the synchronous DRAM after completion of the
write command, and therefore no command can be issued for the same bank until precharging is
completed. Consequently, in addition to the precharge wait cycle, Tpc, used in aread access, cycle
Trwl isalso added asawait interval until precharging is started following the write command.

I ssuance of a new command for the same bank is postponed during thisinterval. The number of
Trwl cycles can be specified by the TRWL bit in MCR.

. Tr ) Tcl ) (Trwl) ) (Tpc) .
N avwaw
Address : : : : : : : : :
upper bits ' X : ' : ! X : ! ; !
Al12 or Al1 *! X / \
Address : X ! : X ! : X ! : ! :
lower bits *2 E ' E ' E ' E ' E
o ANy 2N
RO /PN
= ~N__ /T
oy N/
DQMxx : \ : \ : / | : | :
D31 to DO : ; — > : ; :
Bs N 2 A

Notes: 1. Command bit
2. Column address

Figure8.17 Basic Timing for Synchronous DRAM Single Write
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* Bank Active

The synchronous DRAM bank function is used to support high-speed accesses to the same row
address. When the RASD bitin MCR is 1, read/write command accesses are performed using
commands without auto-precharge (READ, WRIT). In this case, precharging is not performed
when the access ends. When accessing the same row address in the same bank, it is possible to
issue the READ or WRIT command immediately, without issuing an ACTV command. As
synchronous DRAM isinternally divided into two or four banks, it is possible to activate one row
addressin each bank. If the next accessisto a different row address, a PRE command isfirst
issued to precharge the relevant bank, then when precharging is completed, the accessis
performed by issuing an ACTV command followed by a READ or WRIT command. If thisis
followed by an access to a different row address, the access time will be longer because of the
precharging performed after the access request isissued.

In awrite, when auto-precharge is performed, a command cannot be issued for a period of Trwl +
Tpc cycles after issuance of the WRITA command. When bank active mode is used, READ or
WRIT commands can be issued successively if the row address is the same. The number of cycles
can thus be reduced by Trwl + Tpc cycles for each write. The number of cycles between issuance
of the precharge command and the row address strobe command is determined by the TPC bit in
MCR.

Whether faster execution speed is achieved by use of bank active mode or by use of basic accessis
determined by the probability of accessing the same row address (P1), and the average number of
cycles from completion of one access to the next access (Ta). If Tais greater than Tpc, the delay
due to the precharge wait when reading isimperceptible. If Tais greater than Trwl + Tpc, the
delay due to the precharge wait when writing isimperceptible. In this case, the access speed for
bank active mode and basic access is determined by the number of cycles from the start of access
to issuance of the read/write command: (Tpc + Tred) x (1 —P1) and Trcd, respectively.

Thereisalimit on Tras, the time for placing each bank in the active state. If thereis no guarantee
that there will not be a cache hit and another row address will be accessed within the period in
which this value is maintained by program execution, it is necessary to set auto-refresh and set the
refresh cycle to no more than the maximum value of Tras. In thisway, it is possible to observe the
restrictions on the maximum active state time for each bank. If auto-refresh is not used, measures
must be taken in the program to ensure that the banks do not remain active for longer than the
prescribed time.

A burst read cycle without auto-precharge is shown in figure 8.18, a burst read cycle for the same
row addressin figure 8.19, and a burst read cycle for different row addressesin figure 8.20.
Similarly, aburst write cycle without auto-precharge is shown in figure 8.21, a burst write cycle
for the same row address in figure 8.22, and a burst write cycle for different row addressesin
figure 8.23.
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A Tnop cycle, in which no operation is performed, isinserted before the Tcl cycle in which the
READ command isissued in figure 8.19, but when synchronous DRAM isread, thereis atwo-
cycle latency for the DQMxx signal that performs the byte specification. If the Tcl cycle were
performed immediately, without inserting a Tnop cycle, it would not be possible to perform the
DQMxx signal specification for Td1 cycle data output. Thisis the reason for inserting the Tnop
cycle. If the CAS latency istwo cycles or longer, Tnop cycleinsertion is not performed, since the
timing requirements will be met even if the DQMxx signal is set after the Tcl cycle.

When bank active modeis set, if only accesses to the respective banks in the area 3 space are
considered, as long as accesses to the same row address continue, the operation starts with the
cyclein figure 8.18 or 8.21, followed by repetition of the cyclein figure 8.19 or 8.22. An accessto
adifferent area 3 space during this time has no effect. If thereis an accessto a different row
addressin the bank active state, after thisis detected the bus cyclein figure 8.19 or 8.22is
executed instead of that in figure 8.19 or 8.22. In bank active mode, too, al banks become inactive
after arefresh cycle or after the busisreleased as the result of bus arbitration.

CKIO NS \_/

s D (I (N
A120rA11*1§§§X§ \
ErrRER I R (D D (D CHD CHD, (R N
szacss | NL L L L4
ms TN/
C S O 0 R 2 e
O /4 A T i
swe L L N_L
o0 XXX D

Notes: 1. Command bit
2. Column address

Figure8.18 Burst Read Timing (No Precharge)
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CKIO

Address
upper bits

Al2 or A11*1

Address
lower bits *2

CS2 or CS3

RASx

CASx

RD/WR

DQMxx

D31 to DO

BS

X
\
KX XXX
/-

EEZEEEEEEE -
XXX D)—
N

Notes: 1. Command bit
2. Column address

Figure8.19

Burst Read Timing (Same Row Address)
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Tp i Tr i Tel i Tc2/Tdli Tc3/Td2 i Te4/Td3 i  Td4

CKIO

Address
upper bits

>_§: ) 1.

Al2 or A11*1

Address
lower bits *2

—\
RD/WR -‘_‘_‘_\
__/

DQMxx

D31 to DO

Notes: 1. Command bit
2. Column address

b f

Figure8.20 Burst Read Timing (Different Row Addresses)
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Tr ' Tel ! Tc2 ! Te3 ! Tc4 !

CKIO

Address
upper bits

\

Al12 or A11+1

Address

X
X
lower bits*2 E i i Xi
cszorcss | . 1\

RASXx

>
Dl
YR

CASx

RD/WR oo
BaVx AN

D31 to DO

VY o5 <

ol I B - N

BS

Srahocianhng

Notes: 1. Command bit
2. Column address

Figure8.21 Burst Write Timing (No Precharge)
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Tel | Tc2 | Tc3 | Tcd4 |

CKIO

Address
upper bits

Al12 or A11*1

Address
lower bits *2

>
<
P

CS2 or CS3

RASXx

CASx

RD/WR

DQMxx

D31 to DO

ol = N R )

BS

arhhoadanhnd

X

Notes: 1. Command bit
2. Column address

Figure8.22 Burst Write Timing (Same Row Address)
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! ' Tp 1 Tr 1 Tel | Te2 | Tc3 | Td4 | !

CKIO

oD G
upper bits ! ! ! ! ! ! ! ! ! ! ! ! ! !

>

WTW?W\ﬁW i

Al2orA11*t 0 0 0N\ /0 DN\ !
padess TN TN TN TN N N
cewcs ;N oo i i ST

RASX i i i

e —————— XD —
- N

Notes: 1. Command bit
2. Column address

Figure8.23 Burst Write Timing (Different Row Addresses)

¢ Refreshing

The bus state controller is provided with afunction for controlling synchronous DRAM refreshing.
Auto-refreshing can be performed by clearing the RMODE bit to 0 and setting the RFSH bit to 1
in MCR. If synchronous DRAM is not accessed for along period, self-refresh mode, in which the
power consumption for data retention islow, can be activated by setting both the RM ODE bit and
the RFSH hit to 1.
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1. Auto-Refreshing
Figure 8.24 shows the auto-refreshing operation.
Refreshing is performed at intervals determined by the input clock selected by bits CKS2to 0
in RTCSR, and the value set in RTCOR. The value of bits CKS2 to 0 in RTCOR should be set
so asto satisfy the refresh interval stipulation for the synchronous DRAM used. First make the
settings for RTCOR, RTCNT, and the RMODE and RFSH bitsin MCR, then make the CKS2
to CK S0 setting. When the clock is selected by CKS2 to CKSO, RTCNT starts counting up
from the value at that time. The RTCNT value is constantly compared with the RTCOR value,
and if the two values are the same, arefresh request is generated and an auto-refresh is
performed. At the sametime, RTCNT is cleared to zero and the count-up isrestarted. Figure
8.25 shows the auto-refresh cycle timing.
All-bank precharging is performed in the Tp cycle, then an REF command isissued inthe TRr
cycle following the interval specified by the TPC bitsin MCR. After the TRr cycle, new
command output cannot be performed for the duration of the number of cycles specified by the
TRAS bitsin MCR plus the number of cycles specified by the TPC bitsin MCR. The TRAS
and TPC bits must be set so as to satisfy the synchronous DRAM refresh cycle time stipulation
(active/active command delay time).
Auto-refreshing is performed in normal operation, in sleep mode, and in case of a manual
reset.

RTCOR value RTCNT cleared to 0 when
/ RTCNT = RTCOR
(23 (@1 \V 1t Y e
H'00000000 Time
RTCSR.CKS(2 to 0) =000 / # 000

CMF

CMF flag cleared by start of
refresh cycle
External bus

Auto-refresh cycle

Figure8.24 Auto-Refresh Operation
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Figure8.25 Synchronous DRAM Auto-Refresh Timing

2. Sdf-Refreshing

Sdlf-refresh mode isakind of standby mode in which the refresh timing and refresh addresses
are generated within the synchronous DRAM. Self-refreshing is activated by setting both the
RMODE bit and the RFSH bit to 1. The self-refresh state is maintained while the CKE signal
islow. Synchronous DRAM cannot be accessed while in the self-refresh state. Self-refresh
mode is cleared by clearing the RMODE hit to 0. After self-refresh mode has been cleared,
command issuance is disabled for the number of cycles specified by the TPC bitsin MCR.
Self-refresh timing is shown in figure 8.26. Settings must be made so that self-refresh clearing
and data retention are performed correctly, and auto-refreshing is performed at the correct
intervals. When self-refreshing is activated from the state in which auto-refreshing is set, or
when exiting standby mode other than through a power-on reset, auto-refreshing is restarted if
RFSH is set to 1 and RMODE is cleared to O when self-refresh mode is cleared. If the
transition from clearing of self-refresh mode to the start of auto-refreshing takestime, thistime
should be taken into consideration when setting the initial value of RTCNT. Making the
RTCNT vaue 1 less than the RTCOR value will enable refreshing to be started immediately.
After self-refreshing has been set, the self-refresh state continues even if the chip standby state
is entered using the this LS standby function, and is maintained even after recovery from
standby mode other than through a power-on reset. In case of a power-on reset, the bus state
controller's registers are initiali zed, and therefore the self-refresh state is cleared.
Self-refreshing is performed in normal operation, in sleep mode, in standby mode, and in case
of amanual reset.
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When using synchronous DRAM, use the following procedure to initiate self-refreshing.
1.  Clear therefresh control bit to 0.

2. Write H'00 to the RTCNT register.

3. Settherefresh control bit and refresh mode bit to 1.

. TRsl . (TRs2) . . (TRs2)

RASU

CASU,

RD/WR |

Figure8.26 Synchronous DRAM Self-Refresh Timing

3. Relationship between Refresh Reguests and Bus Cycle Requests

If arefresh request is generated during execution of a bus cycle, execution of the refreshis
deferred until the bus cycle is completed. If arefresh request occurs when the bus has been
released by the bus arbiter, refresh execution is deferred until the busis acquired. If a match
between RTCNT and RTCOR occurs while arefresh is waiting to be executed, so that a new
refresh request is generated, the previous refresh request is eliminated. In order for refreshing
to be performed normally, care must be taken to ensure that no bus cycle or bus mastership
occurs that islonger than the refresh interval. When a refresh request is generated, the
IRQOUT pin is asserted (driven low). Therefore, normal refreshing can be performed by
having the IRQOUT pin monitored by a bus master other than this LS| requesting the bus, or
the bus arbiter, and returning the bus to this LSI. When refreshing is started, and if no other
interrupt request has been generated, the IRQOUT pin is negated (driven high).
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* Power-On Sequence

In order to use synchronous DRAM, mode setting must first be performed after powering on. To
perform synchronous DRAM initialization correctly, the bus state controller registers must first be
set, followed by a write to the synchronous DRAM mode register. In synchronous DRAM mode
register setting, the address signal value at that time is latched by a combination of the RAS, CAS,
and RD/WR signals. If the value to be set is X, the bus state controller provides for value X to be
written to the synchronous DRAM mode register by performing a write to address H'FFFFDO00 +
X for area 2 synchronous DRAM, and to address H'FFFFEOQO + X for area 3 synchronous

DRAM. In this operation the dataisignored, but the mode write is performed as a byte-size
access. To set burst read/single write, CAS latency 1 to 3, wrap type = sequential, and burst length
1 supported by thisL S, arbitrary datais written in a byte-size access to the following addresses.

Area?2 Area3
32-hit CASlatency 1 FFFFD840 FFFFE840
Buswidth CAS latency 2 FFFFD880 FFFFE880

CASlatency 3 FFFFD8CO FFFFE8CO

Area?2 Area3
16-hit CASlatency 1 FFFFD420 FFFFE420
Buswidth CAS latency 2 FFFFD440 FFFFE440

CAS latency 3 FFFFD460 FFFFE460

Mode register setting timing is shown in figure 8.27.

Asaresult of the write to address H'FFFFD000 + X or H'FFFFEQQO + X, a precharge all banks
(PALL) command isfirst issued in the TRp1 cycle, then a mode register write command is issued
inthe TMw1 cycle.

Address signals, when the mode-register write command isissued, are as follows:

32-bit A15t0 A9 0000100 (burst read and single write)
Bus width A8to A6 CAS latency

A5 0 (burst type = sequential)

A4dto A2 000 (burst length 1)
16-bit Al4to A8 0000100 (burst read and single write)
Buswidth A7to A5 CAS latency

A4 0 (burst type = sequential)

A3to Al 000 (burst length 1)
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Before mode register setting, a 100 usidle time (depending on the memory manufacturer) must be
guaranteed after powering on requested by the synchronous DRAM. If the reset signal pulse width
is greater than thisidle time, there is no problem in performing mode register setting immediately.
The number of dummy auto-refresh cycles specified by the manufacturer (usually 8) or more must
be executed. Thisis usually achieved automatically while various kinds of initialization are being
performed after auto-refresh setting, but away of carrying this out more dependably isto set a
short refresh request generation interval just while these dummy cycles are being executed. With
simple read or write access, the address counter in the synchronous DRAM used for auto-
refreshing is not initialized, and so the cycle must aways be an auto-refresh cycle.

, TRpl , TRp2 , TRp3 , TRp4 , TMwl , TMw2 , TMw3 , TMw4 ,

CKIO

Al5 to AL2 .
ooy L Ll L IN AL IR
S I N I A N I I /A VIR I O
B R ==m==ll===a
j:j:é:j:éX?éXiéiéX?E
NN NEEEE) D D
. N
o N C
woemse IN_L/T TN
T
SRR S 0 O
" (High) : :

Figure8.27 Synchronous DRAM Mode Write Timing
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855 Burst ROM Interface

Setting bits AOBST (1 to 0), ASBST (1 to 0), and A6BST (1 to 0) in BCR1 to a non-zero value
allows burst ROM to be connected to areas 0, 5, and 6. The burst ROM interface provides high-
speed accessto ROM that has a nibble access function. The timing for nibble access to burst ROM
isshown in figure 8.28. Two wait cycles are set. Basically, accessis performed in the same way as
for normal space, but when the first cycle ends the CS0 signal is not negated, and only the address
is changed before the next access is executed. When 8-bit ROM is connected, the number of
consecutive accesses can be set as 4, 8, or 16 by bits AOBST (1 to 0), A5BST (1 to 0), or A6BST
(1to 0). When 16-bit ROM is connected, 4 or 8 can be set in the same way. When 32-bit ROM is
connected, only 4 can be set.

WAIT pin sampling is performed in the first access if one or more wait states are set, and is
always performed in the second and subsequent accesses.

The second and subsequent access cycles also comprise two cycles when aburst ROM setting is
made and the wait specification is 0. The timing in this case is shown in figure 8.29.

However, the WAIT signal isignored in the following cases:

¢ In16-byte DMA transfer or dual addressing mode, or when writing data to the external address
area

¢ In 16-byte DMA transfer or single addressing mode, or when transferring data from an
external device with DACK to the external bus area

¢ When accessing cache for write back
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is performed.

write cycle, a basic bus cycle (write cycle) i

Note: For a

Figure8.28 Burst ROM Wait Access Timing
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CKIO

o N

Note: For a write cycle, a basic bus cycle (write cycle) is performed.

Figure8.29 Burst ROM Basic Access Timing

8.5.6 PCMCIA Interface

Inthis LS, setting the ASPCM hit in BCR1 to 1 makes the bus interface for physical space area5
an |C memory card and 1/0O card interface as stipulated in JEIDA version 4.2 (PCMCIA2.1).
Setting the A6PCM bit to 1 makes the bus interface for physical space area 6 an IC memory card
and 1/0 card interface as stipulated in JEIDA version 4.2.

Figure 8.30 shows the PCM CIA space allocation.

When the PCMCIA interface is used, abus size of 8 or 16 bits can be set by bits A5SZ1 and
AB5SZ0, or A6SZ1 and A6SZ0, in BCR2.
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Figure 8.31 shows an example of PCMCIA card connection to this LSI. To enable active insertion
of the PCMCIA cards (i.e. insertion or removal while system power is being supplied), a 3-state
buffer must be connected between this LS| bus interface and the PCMCIA cards.

As operation in big-endian mode is not explicitly stipulated in the JEIDA/PCMCIA specifications,
the PCMCIA interface for this LSl in big-endian mode is stipulated independently.

However, the WAIT signal isignored in the following cases:

¢ In 16-byte DMA transfer or dual addressing mode, or when writing data to the external address
area

¢ In 16-byte DMA transfer or single addressing mode, or when transferring data from an
external device with DACK to the external bus area

e When accessing cache for write back

32-Mbyte capacity (REG = I/O port)

Area 5: H'14000000 Common memory/
attribute memory

Area 5: H'16000000
1/0 space

Area 6: H'18000000 Common memory/

attribute memory

Area 6: H'1A000000

1/0 space
Up to 16-Mbyte capacity (REG = A24)
Area 5: H'14000000 Attribute memory
Area 5: H'15000000 Common memory
Area 5: H'16000000 1/0 space
Wi7ooooo0 | e
Area 6: H'18000000 Attribute memory
Area 6: H'19000000 Common memory
Area 6: H'1A000000 1/0 space
HiBoooooo |  _——————

Figure8.30 PCMCIA SpaceAllocation
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A24 1o A0 ﬂk A25 to A0
D15 to DO < G
RD/WR D7 to DO
CE1B/(CS6) —E D15 to DO
CETA/(CS5) _ﬂ)w G
CE2B DR
CE2A D15 to D8
PC card
= (memory/IO)
ﬂ G
This LSI DIR
CE1
= CE2
i OE
WE % WE/PGM
ICIORD (IORD)
ICIOWR E (IOWR)
AT —oq_ WAIT
10I1S16 (I01s16)
Card
detection CD1, Cb2
circuit
Output {k A25to A0
port G
D7 to DO
fé D15 to DO
[ >°
DIR
\ D15t0 D8 PC card
5 (memory/IO)
EDSE
DIR
E1
E2
[/\( OE
- WE/PGM
G
1
I{F [ WAIT
Card
detection [T CDh1, Ccb2
circuit

Figure8.31 Example of PCMCIA Interface
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Memory Card Interface Basic Timing: Figure 8.32 shows the basic timing for the PCMCIA IC
memory card interface. When physical space areas 5 and 6 are designated as PCMCI A interface
areas, bus accesses are automatically performed as |C memory card interface accesses.

With a high external bus frequency (CKI10), the setup and hold times for the address (A24 to AQ),
card enable (CS5, CE2A, CS6, CE2B), and write data (D15 to DO) in awrite cycle, become
insufficient with respect to RD and WR (the WE pininthisLSI). This LS| provides for this by
enabling setup and hold times to be set for physical space areas 5 and 6 in the PCR register. Also,
software waits by means of a WCR?2 register setting and hardware waits by means of the WAIT
pin can be inserted in the same way as for the basic interface. Figure 8.33 shows the PCMCIA
memory bus wait timing.

! Tpcml ! Tpcm?2 !

CKIO / 1 ) ! ,

o X 7T X
o XX
?T([e)ad) ; E \ ; ? / i

D15 to DO : : :
(read) T A T ,

(write) 1 ! | ! E
D15 to DO E : ! 5 :
(write) ! / 5 5 5

Figure8.32 Basic Timing for PCMCIA Memory Card Interface
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TpcmO | TpcmOw |, Tpeml | Tpemlw | Tpemlw | Tpecm2 | Tpecm2w |
CKIO ' | p
A25 to AO X e ><
cBw CXE b e X
RD/WR X T ><
RD R \ N AR
(read) VS S S S S S B
D15 to DO 1 1 H 1 H 1 ' , ' . : : \ H 1
(read) ' : ' : ' : ' : ' ; ' : / : :
WE R \ IR A
(write) oo N A
D15 to DO : E : ! ! ! ! ! ! ' ! ! ! ! >
(write) ! T R T S S S S SR N S
BS R N T 2 S S S SR S
WAIT s \ : // : \ S

Figure8.33 Wait Timing for PCM CIA Memory Card Interface
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Memory Card Interface Burst Timing: InthisLSI, when the IC memory card interfaceis
selected, page mode burst access mode can be used, for read access only, by setting bits ASBST1
and A5BSTO0 in BCRL for physical space area 5, or bits A6BST1 and A6BSTO in BCR1 for area
6. This burst access mode is not stipulated in JEIDA version 4.2 (PCMCIA2.1), but alows high-
speed data access using ROM provided with a burst mode, etc.

Burst access mode timing is shown in figures 8.34 and 8.35.

. Tpcml | Tpcm2 = Tpeml | Tpem2 , Tpeml | Tpcm2 | Tpecml | Tpcm2 |

CKIO

o Ty
S} EEE) SEE GEE nEET.
e I/ T B R B S A A

RD

(read) h h | | ;
TS Y S S N NG S N S e S S S S S R A
read) e G ) R N

I S/ A S ) a4

Figure8.34 Basic Timing for PCMCIA Memory Card Interface Burst Access
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+ TpcmO: Tpeml .'I'pcmlwil'pcmlw:'l’pcmlw: Tpcmz: Tpcml'li'pcmlw: Tpcm?2 EI'pcme:

CKIO IIII I I III I N |
e X
) GEEEEEEEEEE) SERRRER)E
) BRSSO
o 7T
oo e
(read) R e i D s e A
oo L 4L L
tead) B
Bs N TN T
LRI EER V4 NN A) UEEE

Figure8.35 Wait Timing for PCM CIA Memory Card Interface Burst Access

When the entire 32-Mbyte memory space is used as |C memory card interface space, the common
memory/attribute memory switching signal REG is generated using a port, etc. If 16-Mbytes or
less of memory space is sufficient, using 16 Mbytes of memory space as common memory space
and 16 Mbytes as attribute memory space enables the A24 pin to be used for the REG signal.

I/0 Card Interface Timing: Figures 8.36 and 8.37 show the timing for the PCM CIA 1/O card
interface.

Switching between the I/0 card interface and the |C memory card interface is performed
according to the accessed address. When PCMCIA is designed for physical space area 5, the bus
access is automatically performed as an 1/O card interface access when a physical address from
H'16000000 to H'17FFFFFF is accessed. When PCMCIA is designated for physical space area 6,
the bus access is automatically performed as an /O card interface access when a physical address
from H'2A000000 to H'1BFFFFFF is accessed.

When accessing a PCMCIA 1/O card, the access should be performed using a non-cacheable area
invirtual space (P2 or P3 space) or an area specified as non-cacheable by the MM U.
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When an 1/0 card interface access is made to a PCMCIA card in little-endian mode, dynamic
sizing of the I/O bus width is possible using the IOIS16 pin. When a 16-bit bus width is set for
area5 or 6, if the IOIS16 signal is high during aword-size 1/0O bus cycle, the I/O port is
recognized as being 8 bitsin width. In this case, a data access for only 8 bhitsis performed in the
1/O bus cycle being executed, followed automatically by a data access for the remaining 8 bits.

Figure 8.38 shows the basic timing for dynamic bus sizing.

In big-endian mode, the IOIS16 signal is not supported.

In big-endian mode, the IOIS16 signal should be fixed low.

! Tpcil ! Tpci2 !

CKIO

A25 to A X E E ><
= X s a X
ROMR X i e X
ICIORD i ; : ; i
(read) : | \ | : / :

D15 to DO E | . A :
(read) | , | , |

ICIOWR \ , 1 i .
(write) ' E ' : '
D15 to DO : :
(write) : ' : ! :

Figure8.36 Basic Timing for PCMCIA I/O Card Interface
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CKIO

TpciOw ,

Tpcil . Tpcilw ,

Tpcilw ,  Tpci2

oo X T T X
e X X
o X T X
L N T
D15toD0§5§5§5§5§5§;:55
(read) 5ii§i§i§i§i:;sii
s B B I DN I N N N /B
ke O (IR I I I I D
s T\ T
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Figure 8.37

Wait Timing for PCMCIA |/O Card Interface
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, Tpci0 , Tpcil , Tpcilw , Tpci2 , Tpcil , Tpcilw , Tpci2 . Tpci2w

CKIO

LI RN D &
& DEEEEENE) SEEENNED .
D RN RS
own X 11 X
m; ' 'I
(read): : :
ST T R R N N RV s e VR SR R SV e e VIR A

(ead) 1o N N

ICIOWR E ! , ! , ! . : !
(write) , ! i . ' : T , ,
DI5toDO | @( N X' T >
(write) ‘ N T S S — R —
B e e IR
WAIT E T
10IS16 b v

Figure 8.38 Dynamic Bus Sizing Timing for PCM CIA 1/O Card Interface
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8.5.7 Waits between Access Cycles

A problem associated with higher external memory bus operating frequenciesis that data buffer
turn-off on completion of aread from alow-speed device may be too slow, causing a collision
with datain the next access. This resultsin lower reliability or incorrect operation. To avoid this
problem, a data collision prevention feature has been provided. This memorizes the preceding
access area and the kind of read/write. If there is a possibility of a bus collision when the next
accessis started, await cycle isinserted before the access cycle thus preventing a data collision.
There are two cases in which await cycle isinserted: when an access is followed by an accessto a
different area, and when aread access is followed by a write access from this LS|. When this LS|
performs consecutive write cycles, the data transfer direction is fixed (from this LSl to other
memory) and there is no problem. With read accesses to the same area, in principle, datais output
from the same data buffer, and wait cycle insertion is not performed. Bits AnlW1 and AnIWO (n =
0, 2to 6) in WCR1 specify the number of idle cyclesto be inserted between access cycles when a
physical space area accessis followed by an access to another area, or when thisLS| performs a
write access after aread access to physical space arean. If thereis originally space between
accesses, the number of idle cyclesinserted is the specified number of idle cycles minusthe
number of empty cycles.

Waits are not inserted between accesses when bus arbitration is performed, since empty cycles are
inserted for arbitration purposes.

E T1 E T2 E Twait E T1 E T2 E Twait E T1 E T2 E

A25 to A ::X X X X X X

CSm

CSn

BS

RD/WR

RD

ostoo0 ——{___ ——H »——( )
- ! ot I ! H . ! o

Area m read I I Area n space read I I Area n space write

Area m inter-access wait specification Area n inter-access wait specification

Figure8.39 Waits between Access Cycles
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8.5.8 Bus Arbitration

When a bus release request (BREQ) is received from an external device, buses are released after
the bus cycle being executed is completed and a bus grant signal (BACK) is output. The busis not
released during burst transfers for cache fills or awrite back and TAS instruction execution
between the read cycle and write cycle. Bus arbitration is not executed in multiple bus cycles that
are generated when the data bus width is shorter than the access size; i.e. in the bus cycles when
longword access is executed for the 8-bit memory. At the negation of BREQ, BACK is negated
and bus use is restarted. See Appendix B, Pin Functions, for the pin state when the busis released.

This LSl sometimes needs to retrieve a busit has released. For example, when memory generates
arefresh request or an interrupt request internally, this LSI must perform the appropriate
processing. This LS| has abus request signal (IRQOUT) for this purpose. When it must retrieve
the bus, it asserts the IRQOUT signal. Devices asserting an external bus release request receive the
assertion of the IRQOUT signal and negate the BREQ signal to release the bus. This LSl retrieves
the bus and carries out the processing.

IRQOUT Pin Assertion Conditions:

«  When amemory refresh request has been generated but the refresh cycle has not yet begun

¢ When aninterrupt is generated with an interrupt request level higher than the setting of the
interrupt mask bits (13 to 10) in the status register (SR). (This does not depend on the SR.BL
bit.)

859  BusPull-Up

With this LSI, address pin pull-up can be performed when the busis released by setting the PULA
bitin BCR1 to 1. The address pins are pulled up for a4-clock period after BACK is asserted.
Figure 8.40 shows the address pin pull-up timing. Similarly, data pin pull-up can be performed by
setting the PULD bit in BCR1 to 1. The data pins should be pulled up when the data busis not in
use. The data pin pull-up timing for aread cycle is shown in figure 8.41, and the timing for awrite
cyclein figure 8.42.

S YAV AVAVAYAVAVAVAN
A25 to A0 y \} .

Figure8.40 PinsA25to A0 Pull-Up Timing
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Figure8.41 PinsD31to DO Pull-Up Timing (Read Cycle)

CKIO ’ \
D31 to DO Pull-up \< Pull-up
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Figure8.42 PinsD31 to DO Pull-Up Timing (Write Cycle)
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Section 9 Direct Memory Access Controller (DMAC)

This chip includes a four-channel direct memory access controller (DMAC). The DMAC can be
used in place of the CPU to perform high-speed transfers between external devices that have
DACK (transfer request acknowledge signal), external memory, memory-mapped external devices,
and on-chip peripheral modules (SCIF, A/D converter, and D/A converter). Using the DMAC
reduces the burden on the CPU and increases overall operating efficiency.

Figure 9.1 shows ablock diagram of the DMAC.

9.1 Feature
The DMAC has the following features.

e Four channels
e Address space: Architecturally 4-Gbytes

e 8-hit, 16-bit, 32-bit, or 16-byte transfer (In 16-byte transfer, four 32-bit reads are executed,
followed by four 32-bit writes.)

e Maximum transfer counter: 16 Mbytes (16777216 transfers)
e Supports dual address mode

O Direct addresstransfer mode: The values specified in the DMAC registersindicates the
transfer source and transfer destination. Two bus cycles are required for one data transfer.

O Indirect address transfer mode: Datais transferred with the address stored prior to the
address specified in the transfer source addressin the DMAC. Other operations are the
same as those of direct address transfer mode. This function is only valid in channel 3.
Four bus cycles are required for one data transfer.

e Supports single address mode

O Either the transfer source or transfer destination peripheral device is accessed (selected) by
means of the DACK signal, and the other deviceis accessed by address. One bus cycleis
required for one data transfer.

¢ Channel functions. Transfer mode that can be specified is different in each channel.
O Channel 0: External request can be accepted.
0 Channel 1: External request can be accepted.
0 Channel 2: This channel has a source address reload function, which reloads a source
address for each 4 transfers.
0 Channel 3: In this channel, direct address transfer mode or indirect address transfer mode
can be specified.
* Reload function: The value that was specified in the source address register can be
automatically reloaded every 4 DMA transfers. Thisfunctionisonly valid in channel 2.
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¢ Threetypes of Transfer requests

O External request: From two DREQ pins (channels 0 and 1 only). DREQ can be detected
either by the falling edge or by the low level.

O On-chip module request: Requests from on-chip peripheral modules such as serial
communications interface (SCIF), A/D converter (A/D), and atimer (CMT). Thisrequest
can be accepted in al the channels.

O Auto request: The transfer request is generated automatically within the DMAC.
¢ Selectable bus modes. Cycle-steal mode or burst mode
e Selectable channel priority levels
O Fixed mode: The channel priority isfixed.
0 Round-robin mode: The priority of the channel in which the execution request was
accepted is made the lowest.
e Interrupt request: An interrupt request can be generated to the CPU after transfers end by the
specified counts.

T DMAC module Yy
! Interaton [ > - |
' SAR_n '
, control - . '
E Register »l DAR_n |< ) '
! control ;
On-chi 4] i b ,
on-chip 2 2| t [ [omatcrn K ) |
perip s 2 . Start-up :
module g g control |~ | L, !
=3 s | I CHCR_n |< h '
5 g '
o , .
| L, i
I | DMAOR '
SCIF r Request '
A/D convg\t/le_lf ; priority '
DEI n ' control ,
DACKO, DACK1 :
DRAKO, DRAK1 ' | '
A~ 1 1
External < i > !
ROM C> T Bus interface E
External C> : E
RAM '_______________________________________________:
Legend
External I1/O DMAOR: DMAC operation register
(memory o, SAR_n: DMAC source address register
mapped) DAR_n:  DMAC destination address register
DMATCR_n:DMAC transfer count register
Bus state —
External /O C> controller CHCR_n: DMAC channel control register
(with ) DEI_n: DMA transfer-end interrupt request to
acknowledge) CPU
~ n: 0to3

Figure9.1 DMAC Block Diagram
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9.2 I nput/Output Pin
Table 9.1 shows the DMAC pins.

Table9.1  Pin Configuration

Channel Name Symbol /0 Function
0 DMA transfer request DREQO | DMA transfer request input from
external device to channel O
DREQ acknowledge DACKO (0] Strobe output to an external 1/0 at

DMA transfer request from external
device to channel 0

DMA request DRAKO 0] Output showing that DREQO has been
acknowledge accepted
1 DMA transfer request DREQ1 | DMA transfer request input from
external device to channel 1
DREQ acknowledge DACK1 (0] Strobe output to an external 1/0 at

DMA transfer request from external
device to channel 1

DMA request DRAK1 (@) Output showing that DREQ1 has been
acknowledge accepted

9.3  Register Description

DMAC has atotal of 17 registers. Each channel has four control registers. One other control
register is shared by all channels.

Refer to section 23, List of Registers, for more details of the addresses and access sizes.

Channel 0
* DMA source address register 0 (SARO)

¢ DMA destination address register 0 (DARO)
* DMA transfer count register 0 (DMATCRO)
«  DMA channel control register 0 (CHCRO)

Channel 1
« DMA source address register 1 (SAR1)

¢ DMA destination address register 1 (DAR1)
¢ DMA transfer count register 1 (DMATCRL)
e DMA channel control register 1 (CHCR1)
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Channel 2
 DMA source address register 2 (SAR2)

¢ DMA destination address register 2 (DAR2)
*  DMA transfer count register 2 (DMATCR2)
e DMA channel control register 2 (CHCR2)

Channel 3
* DMA source address register 3 (SAR3)

¢ DMA destination address register 3 (DAR3)
* DMA transfer count register 3 (DMATCRS)
¢ DMA channel control register 3 (CHCR3)
Any Channel

« DMA operation register (DMAOR)
931 DM A Source Address Registers0to 3 (SAR_0to SAR_3)

DMA source address registers 0 to 3 (SAR_0 to SAR_3) are 32-bit read/write registers that specify
the source address of aDMA transfer. These registers include count functions, and during aDMA
transfer, these registers indicate the next source address.

To transfer datain 16 bits or in 32 bits, specify the address with 16-bit or 32-bit address boundary.
When transferring data in 16-byte units, a 16-byte boundary (address 16n) must be set for the
source address value. Specifying other addresses does not guarantee operation.

Theinitial value is undefined by resets. The previous vaueis held in standby mode.

When accessed in 16 hits, the other 16-bit data which has not been accessed is held.

932 DM A Destination Address Registers0to 3 (DAR_Oto DAR_3)

DMA destination address registers 0 to 3 (DAR_0 to DAR_3) are 32-hit read/write registers that
specify the destination address of a DMA transfer. These registers include count functions, and
during a DMA transfer, these registers indicate the next destination address.

To transfer datain 16 bits or in 32 bits, specify the address with 16-bit or 32-bit address boundary.
Specifying other addresses does not guarantee operation.

Theinitial value isundefined by resets. The previous vaueis held in standby mode.

When accessed in 16 bits, the other 16-bit data which has not been accessed is held.
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9.3.3 DMA Transfer Count Registers0to 3 (DMATCR_0toDMATCR_3)

DMA transfer count registers0to 3 (DMATCR_0 to DMATCR_3) are 24-bit read/write registers
that specify the DMA transfer count (bytes, words, or longwords) in each channel. The number of
transfersis 1 when the setting is H'000001, and 16777216 (the maximum) when H'000000 is set.
During a DMA transfer, these registers indicate the remaining transfer count.

To transfer datain 16 bytes, one 16-byte transfer (128 bits) counts one.

Upper eight bitsin DMATCR are reserved. These bits are always read as 0. The write value should
aways be 0.

When using 16-byte transfer, an integral multiple of 4 (4n) must be set for the number of transfers
to ensure normal operation.

Theinitial value is undefined by resets. The previous value is held in standby mode.

Bit Bit Name Initial Value R/W Description

31to24 0O ad R Reserved

These bits are always read as 0. The write value
should always be 0.

23to0 O ad R/W  24-bit register

9.34 DMA Channel Control RegistersO0to 3 (CHCR_0to CHCR_3)

DMA channel control registers 0 to 3 (CHCR_0 to CHCR _3) are 32-bit read/write registers that
specifies operation mode, transfer method, or othersin each channel.

These register values are initialized to Os by resets. The previous valueis held in standby mode.
When accessed in 16 bits, the other 16-bit data which has not been accessed is held.

Bit Bit Name Initial Value R/W Description

31t021 — AllO R Reserved

These bits are always read as 0. The write value
should always be 0.
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Bit

Bit Name

Initial Value R/W

Description

20

DI

0

(RIW)*?

Direct/Indirect Selection

DI selects direct address mode or indirect address
mode in channel 3.

This bit is only valid in CHCR_3 and is not used in
CHCR_0 to CHCR_2. Writing to this bit is invalid in
CHCR_0to CHCR_2; 0 is read if this bit is read.
When using 16-byte transfer, direct address mode
must be specified. Operation is not guaranteed if
indirect address mode is specified.

0: Direct address mode
1: Indirect address mode

19

RO

(RIW)*?

Source Address Reload

RO selects whether the source address initial value
is reloaded in channel 2.

This bit is only valid in CHCR_2 and is not used in
CHCR_0 to CHCR_1, or CHCR_3. Writing to this bit
is invalid in CHCR_0, CHCR_1, and CHCR_3; 0 is
read if this bit is read. When using 16-byte transfer,
this bit must be cleared to 0, specifying non-
reloading. Operation is not guaranteed if reloading is
specified.

0: A source address is not reloaded
1: A source address is reloaded

18

RL

(RIW)*?

Request Check Level

RL specifies the DRAK (acknowledge of DREQ)
signal output is high active or low active.

This bit is only valid in CHCR_0 and CHCR_1.
Writing to this bit is invalid in CHCR_2 and CHCR_3;
0 is read if this bit is read.

0: Low-active output of DRAK
1: High-active output of DRAK

17

AM

(RIW)*?

Acknowledge Mode

AM specifies whether DACK is output in data read
cycle or in data write cycle in dual address mode.

This bit is only valid in CHCR_0 and CHCR_1.
Writing to this bit is invalid in CHCR_2 and CHCR_3;
0 is read if this bit is read.

0: DACK output in read cycle
1: DACK output in write cycle
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Bit Bit Name Initial Value R/W Description
16 AL 0 (R/W)*2 Acknowledge Level

AL specifies the DACK (acknowledge) signal output

is high active or low active.

This bit is only valid in CHCR_0 and CHCR_1.

Writing to this bit is invalid in CHCR_2 and CHCR_3;

0 is read if this bit is read.

0: Low-active output of DACK

1: High-active output of DACK

15 DM1 R/W Destination Address Mode
14 DMO R/W DM1 and DMO select whether the DMA destination
address is incremented, decremented, or left fixed.

00: Fixed destination address (Initial value)

01: Destination address is incremented (+1 in 8-bit
transfer, +2 in 16-bit transfer, +4 in 32-bit
transfer, +16 in 16-byte transfer)

10: Destination address is decremented (-1 in 8-bit
transfer, —2 in 16-bit transfer, —4 in 32-bit transfer;
illegal setting in 16-byte transfer)

11: Reserved (Setting prohibited)

13 SM1 R/W Source Address Mode
12 SMO R/W SM1 and SMO select whether the DMA source

address is incremented, decremented, or left fixed.
00: Fixed source address

01: Source address is incremented (+1 in 8-bit
transfer, +2 in 16-bit transfer, +4 in 32-bit
transfer, +16 in 16-byte transfer)

10: Source address is decremented (-1 in 8-bit
transfer, —2 in 16-bit transfer, —4 in 32-bit transfer;
illegal setting in 16-byte transfer)

11: Reserved (Setting prohibited)

Notes: If the transfer source is specified in indirect
address, specify the address, in which the
data to be transferred is stored and which is
stored as data (indirect address), SAR_3.
Specification of SAR_3 increment or
decrement in indirect address mode depends
on SM1 and SMO settings. In this case,
however, the SAR_3 increment or decrement
value is +4, -4, or fixed to 0 regardless of the
transfer data size specified in TS1 and TSO.
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Bit Bit Name Initial Value R/W Description

11 RS3 0 R/W Resource Select

10 RS2 0 R/W RS3 to RSO specify which transfer requests will be
RS1 0 RIW sent to the DMAC.
RSO 0 RIW 0000: External request, dual address mode

0001: Reserved (Setting prohibited)
0010: External request / Single address mode

External address space — external device
with DACK

0011: External request / Single address mode

External device with DACK - external
address space

0100: Auto request

0101: Reserved (Setting prohibited)
0110: Reserved (Setting prohibited)
0111: Reserved (Setting prohibited)
1000: Reserved (Setting prohibited)
1001: Reserved (Setting prohibited)
1010: Reserved (Setting prohibited)
1011: Reserved (Setting prohibited)
1100: SCIF transmission

1101: SCIF reception

1110: Internal A/D

1111: CMT

Notes: 1. External request specification is valid
only in channels 0 and 1. None of the
request sources can be selected in
channels 2 and 3.

2. When using 16-byte transfer, the
following settings must not be made:

1100 SCIF transmission
1101 SCIF reception
1110 A/D converter
1111 CMT

Operation is not guaranteed if these
settings are made.
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Bit

Bit Name

Initial Value R/W

Description

0

R

Reserved

This bit is always read 0. The write value should
always be 0.

DS

(RIW)*?

DREQ Select Bit

DS selects the sampling method of the DREQ pin
that is used in external request mode is detection in
low level or at the falling edge.

This bit is only valid in CHCR_0 and CHCR_1.
Writing to this bit is invalid in CHCR_2 and CHCR_3;
0 is read if this bit is read.

In channel 0 and 1, if an on-chip peripheral module is
specified as a transfer request source or an auto
request is specified, specification of this bit is ignored
and detection at the falling edge is fixed except in an
auto-request.

0: DREQ detected in low level
1: DREQ detected at falling edge

™

R/W

Transmit Mode

TM specifies the bus mode when transferring data.
0: Cycle steal mode

1: Burst mode

TS1
TSO

R/W
R/W

Transmit Size Bits 1 and 0

TS1 and TSO specify the size of data to be
transferred.

00: Byte size (8 bits)

01: Word size (16 bits)

10: Longword size (32 bits)

11: 16-byte unit (4 longword transfers)

R/W

Interrupt Enable Bit

Setting this bit to 1 generates an interrupt request
when data transfer end (TE = 1) by the count
specified in DMATCR.

0: Interrupt request is not generated even if data
transfer ends by the specified count

1: Interrupt request is generated if data transfer ends
by the specified count
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Bit

Bit Name

Initial Value R/W

Description

TE

0

RI(W)**

Transfer End

TE is set to 1 when data transfer ends by the
count specified in DMATCR. At this time, if the IE
bit is set to 1, an interrupt request is generated.

Before this bit is set to 1, if data transfer ends due
to an NMl interrupt, a DMAC address error, or
clearing the DE bit or the DME bit in DMAOR, this
bit is not setto 1. Even if the DE bit is setto 1
while this bit is set to 1, transfer is not enabled.

0: Data transfer does not end by the count
specified in DMATCR

Clear condition: Writing O after TE = 1 read at
power-on reset or manual reset

1: Data transfer ends by the specified count

DE

R/W

DMAC Enable

DE enables channel operation.
0: Disables channel operation
1: Enables channel operation

Note: If an auto request is specifies (specified in
RS3 to RS0), transfer starts when this bit is
setto 1. In an external request or an
internal module request, transfer starts if
transfer request is generated after this bit
is setto 1. Clearing this bit during transfer
can terminate transfer.

Even if the DE bit is set, transfer is not
enabled if the TE bit is 1, the DME bit in
DMAOR is 0, or the NMIF bit in DMAOR is
1.

Notes: 1. Only O can be written to the TE bit after 1 is read.
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9.35 DMA Operation Register (DMAOR)

The DMA operation register (DMAOR) is a 16-bit read/write register that controls the DMAC

transfer mode.

Thisregister's values areinitialized to Os by resets. The previous valueis held in standby mode.

Bit Bit Name Initial Value R/W Description

15t0 10 — All 0

R Reserved

These bits are always read as 0. The write value
should always be 0.

PR1
PRO

R/W Priority Mode

R/W PR1 and PRO select the priority level between
channels when there are transfer requests for
multiple channels simultaneously.

00: CHO > CH1 > CH2 > CH3
01: CHO > CH2 > CH3 > CH1
10: CH2 > CHO > CH1 > CH3
11: Round-robin

7103 — All 0

R Reserved

These bits are always read as 0. The write value
should always be 0.

R/(W)* Address Error Flag

AE indicates that an address error occurred during
DMA transfer. If this bit is set during data transfer,
transfers on all channels are suspended. The
CPU cannot write 1 to this bit.

0: No DMAC address error. DMA transfer is
enabled.

Clearing conditions: Writing AE = 0 after AE =1
read, power-on reset, manual reset

1: DMAC address error. DMA transfer is disabled.

Setting condition: This bit is set by occurrence
of a DMAC address error.
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Bit Bit Name Initial Value R/W

Description

1 NMIF 0

RI(W)*

NMI Flag

NMIF indicates that an NMI interrupt occurred.
This bit is set regardless of whether DMAC is in
operating or halt state. If this bit is set during data
transfer, the transfer on all channels are
suspended. The CPU cannot write 1 to this bit.
Only 0 can be written to clear this bit after 1 is
read.

0: No NMI input. DMA transfer is enabled. (Initial
value)

Clearing condition: Writing NMIF = 0 after NMIF
= 1 read, power-on reset, manual reset

1: NMI input. DMA transfer is disabled.

Setting condition: This bit is set by occurrence
of an NMI interrupt.

0 DME 0

R/W

DMA Master Enable

DME enables or disables DMA transfers on all
channels. If the DME bit and the DE bit
corresponding to each channel in CHCR are set to
1s, transfer is enabled in the corresponding
channel. If this bit is cleared during transfer,
transfers on all the channels can be suspended.

Even if the DME bit is set, transfer is not enabled
if the TE bit is 1 or the DE bit is 0 in CHCR, or the
AE bit is 1 or the NMIF bit is 1 in DMAOR.

0: Disable DMA transfers on all channels
1: Enable DMA transfers on all channels

Note: * Only 0 can be written to the AE and NMIF bits after 1 is read.
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9.4 Operation

When thereisa DMA transfer request, the DMAC starts the transfer according to the
predetermined channel priority order; when the transfer end conditions are satisfied, it ends the
transfer. Transfers can be requested in three modes: auto request, external request, and on-chip
peripheral module request. The dual address mode has direct address transfer mode and indirect
address transfer mode. In the bus mode, the burst mode or the cycle steal mode can be selected.

94.1 DMA Transfer Flow

After the DMA source address registers (SAR_0to SAR_3), DMA destination address registers
(DAR_Oto DAR_3), DMA transfer count registers (DMATCR_0 to DMATCR_3), DMA channel
control registers (CHCR_0to CHCR_3), and DMA operation register (DMAOR) are set, the
DMAC transfers data according to the following procedure:

1. Checksto seeif transfer isenabled (DE =1, DME=1, TE=0, AE=0, NMIF =0)

2. When atransfer request comes and transfer is enabled, the DMAC transfers 1 transfer unit of
data (depending on the TS0 and TS1 settings). For an auto request, the transfer begins
automatically when the DE bit and DME bit are set to 1. The DMATCR value will be
decremented for each transfer. The actua transfer flows vary by address mode and bus mode.

3. When the specified number of transfer have been completed (when DMATCR reaches 0), the
transfer ends normally. If the IE bit of the CHCR isset to 1 at thistime, a DEI interrupt is sent
to the CPU.

4. When an NMI interrupt is generated or an address error occurs during DMA transfer, the
transfers are suspended. Transfers are a so suspended when the DE bit of the CHCR or the
DME bit of the DMAOR are changed to 0.

Figure 9.2 isaflowchart of this procedure.
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1

Initial settings
(SAR, DAR, DMATCR, CHCR, DMAOR)

DE, DME =1 and
NMIF, TE = 0?

Yes

Transfer request
occurs?*1
Bus mode,

*3 transfer request mode,
‘ DREQ detection selection
system

Transfer (1 transfer unit);
DMATCR -1 - DMATCR, SAR and DAR
updated

NMIF =1 or
DE =0 or DME
=07

DMATCR = 0?

DEI interrupt request (when IE = 1) | ( Transfer aborted )

NMIF =1 or
DE = 0 or DME
=07?

No

( Transfer end ) ( Normal end )

Notes: 1. In auto-request mode, transfer begins when NMIF and TE are all 0 and the DE and DME bits
are setto 1.
2. DREQ = level detection in burst mode (external request) or cycle-steal mode.
3. DREQ = edge detection in burst mode (external request), or auto-request mode in burst mode.

Figure9.2 DMAC Transfer Flowchart
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94.2 DMA Transfer Requests

DMA transfer requests are basically generated in either the data transfer source or destination, but
they can also be generated by external devices and on-chip peripheral modules that are neither the
source nor the destination. Transfers can be requested in three modes: auto request, external
request, and on-chip peripheral module request. The request mode is selected in the RS3 to RSO
bits of CHCR_0to CHCR_3.

Auto-Request M ode: When there is no transfer request signal from an external source, asin a
memory-to-memory transfer or atransfer between memory and an on-chip peripheral module
unable to request atransfer, the auto-request mode allows the DMAC to automatically generate a
transfer request signal internally. When the DE bits of CHCR_0 to CHCR_3 and the DME bit of
the DMAOR are set to 1, the transfer begins so long as the TE bits of CHCR_0 to CHCR_3 and
the AE but and NMIF bit of DMAOR are dl 0.

External Request M ode: In this mode atransfer is performed at the request signal (DREQ) of an
external device. Choose one of the modes shown in table 9.2 according to the application system.
When this mode is selected, if the DMA transfer isenabled (DE=1, DME=1, TE=0,AE=0,
NMIF = 0), atransfer is performed upon arequest at the DREQ input. Choose to detect DREQ by
either the falling edge or low level of the signal input with the DS bit of CHCR_0to CHCR_1 (DS
=0islevel detection, DS = 1 is edge detection). The source of the transfer request does not have
to be the data transfer source or destination.

Table9.2  Selecting External Request M odes with the RS Bits

RS3 RS2 RS1 RSO Address Mode Source Destination
0 0 0 0 Dual address Any* Any*
mode
1 0 Single address  External memory, External device with
mode memory-mapped DACK
external device
1 External device with External memory,
DACK memory-mapped

external device

Note: * External memory, memory-mapped external device, on-chip memory, on-chip
peripheral module (excluding DMAC, UBC, and BSC)
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On-Chip Peripheral M odule Request: In this mode atransfer is performed at the transfer request
signal (interrupt request signal) of an on-chip peripheral module. This mode cannot be set in case
of 16-byte transfer. The transfer request signalsinclude 4 signals. the receive data full interrupts
(RXI) and the transmit data empty interrupts (TX1) from serial communication interfaces (SCIF),
the A/D conversion end interrupt (ADI) of the A/D converter, and the compare match timer
interrupt (CMI) of the CMT. When thismode is selected, if the DMA transfer is enabled (DE = 1,
DME =1, TE=0, AE =0, NMIF = 0), atransfer is performed upon the input of atransfer request
signal. The source of the transfer request does not have to be the data transfer source or
destination. When RXI| is set as the transfer request, however, the transfer source must be the SCl's
receive dataregister (RDR). Likewise, when TXI is set as the transfer request, the transfer source
must be the SCl'stransmit dataregister (TDR). And if the transfer requester isthe A/D converter,
the data transfer source must be the A/D dataregister (ADDR).

Table9.3 Selecting On-Chip Peripheral Module Request M odeswith the RS Bit

DMA
Transfer
Request Desti-
RS3 RS2 RS1 RSO Source DMA Transfer Request Signal Source nation Bus Mode

1 1 0 0 SCIF TXI2 (SCIF transmit data empty Any*  TDR2 Burst/
transmitter interrupt transfer request) cycle steal

1 1 0 1 SCIF RXI12 (SCIF receive data full RDR1 Any*  Burst/
receiver  interrupt transfer request) cycle steal

1 1 1 0 A/D ADI (A/D conversion end ADDR Any*  Burst/
converter interrupt) cycle steal

1 1 1 1 CMT CMI (Compare match timer Any*  Any*  Burst/
interrupt) cycle steal

ADDR: A/D data register of A/D converter

Note: * External memory, memory-mapped external device, on-chip peripheral module
(excluding DMAC, UBC , and BSC)

When outputting transfer requests from on-chip peripheral modules, the appropriate interrupt
enabl e bits must be set to output the interrupt signals.

If the interrupt request signal of the on-chip peripheral module is used asa DMA transfer request
signal, an interrupt is not generated to the CPU.

The DMA transfer request signals of table 9.3 are automatically withdrawn when the
corresponding DMA transfer is performed. If the cycle-steal mode is being used, they are
withdrawn at the first transfer; if the burst mode is being used, they are withdrawn at the last
transfer.
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9.4.3 Channel Priority

When the DMAC receives simultaneous transfer requests on two or more channels, it selectsa
channel according to a predetermined priority order. Two modes (fixed mode and round-robin
mode) are selected by the priority bits PR1 and PRO in the DMA operation register (DMAOR).

Fixed Mode: In this mode, the priority levels among the channels remain fixed. There are three
kinds of fixed modes as follows:

e CHO>CH1>CH2>CH3
¢ CHO>CH2>CH3>CH1
e CH2>CHO>CH1>CH3

These are selected by the PR1 and the PRO bitsin the DMA operation register (DMAOR).

Round-Robin M ode: Each time one word, byte, or longword, or 16-byte data is transferred on
one channel, the priority order is rotated. The channel on which the transfer was just finished
rotates to the bottom of the priority order. The round-robin mode operation is shown in figure 9.3.
The priority of the round-robin modeis CHO > CH1 > CH2 > CH3 immediately after areset.
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(1) When channel 0 transfers

Initial priority order | CHO > CH1 > CH2 > CH3 |
T

Priority order [ cH1>cH2 > cH3 > cHo|
afrer transfer

(2) When channel 1 transfers

Initial priority order | CHO > CH1 > CH2 > CH3 |

e

|CH2 >CH3 > CHO > CH1 |

Priority order
afrer transfer

(3) When channel 2 transfers

Initial priority order | CHO > CH1 > CH2 > CH3 |

| | L
o SRR [} 4
Priority order | CH3 > CHO > CH1 > CH2 |
afrer transfer . .
Post-transfer priority order ' i
when there is an CH2 > CH3 > CHO0 > CH1 |

immediate transfer
request to channel 1 only

(4) When channel 3 transfers

Priority order

afrer transfer | CHO>CH1 >CH2 > CH3 |

1

| CHO>CH1>CH2>CH3|

Priority order
afrer transfer

Channel 0 becomes bottom
priority

Channel 0 becomes bottom
priority.

The priority of channel 0, which
was higher than channel 3, is also
shifted.

Channel 2 becomes bottom
priority.

The priority of channels 0 and 1,
which were higher than channel 2,
are also shifted. If immediately
after there is a request to transfer
channel 1 only, channel 1 becomes
bottom priority and the priority of
channels 0 and 3, which were
higher than channel 1, are also
shifted.

Priority order does not change

Figure9.3 Round-Robin Mode

Rev. 4.00, 03/04, page 260 of 660

RENESAS




Figure 9.4 shows how the priority order changes when channel 0 and channel 3 transfers are
requested simultaneously and a channel 1 transfer is requested during the channel O transfer. The
DMAC operates as follows:

1. Transfer requests are generated simultaneously to channels 0 and 3.

2. Channel 0 has a higher priority, so the channel 0 transfer begins first (channel 3 waits for
transfer).

3. A channel 1 transfer request occurs during the channel 0 transfer (channels 1 and 3 are both
waiting)
4. When the channel 0 transfer ends, channel 0 becomes lowest priority.

5. At thispoint, channel 1 has a higher priority than channel 3, so the channel 1 transfer begins
(channel 3 waits for transfer).

6. When the channel 1 transfer ends, channel 1 becomes lowest priority.
7. Thechannel 3 transfer begins.

8. When the channel 3 transfer ends, channels 3 and 2 shift downward in priority so that channel 3
becomes the lowest priority.

Transfer request Waiting channel(s) DMAC operation Channel priority

(1) Channels 0 and 3

T~ —— (2) Channel 0 transfer -~ 0>1>2>3
3 start
(3) Channell =~ — —
\ Priority order
changes
1,3 (4) Channel 0 transfer - L 1525330

ends /

—t—  (5) Channel 1 transfer
starts

Priority order
changes
3 (6) Channel 1 transfer —_— 2>3>0>1

ends /

(7) Channel 3 transfer
starts

None Priority order
changes

—-—  (8) Channel 3 transfer 0>1>2>3

ends

Figure 9.4 Changesin Channel Priority in Round-Robin M ode
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944 DMA Transfer Types

The DMAC supports the transfers shown in table 9.4. The dual address mode has the direct
address mode and the indirect address mode. In the direct address mode, an output address value
isthe data transfer target address; in the indirect address mode, the value stored in the output
address, not the output address value itself, is the data transfer target address. A datatransfer
timing depends on the bus mode, which has cycle steal mode and burst mode.

Table9.4 Supported DMA Transfers

Destination
Memory- On-Chip
External Device External Mapped External Peripheral

Source with DACK Memory Device Module
External device with  Not available Dual, single Dual, single Not available
DACK
External memory Dual, single Dual Dual Dual
Memory-mapped Dual, single Dual Dual Dual
external device
On-chip peripheral Not available Dual Dual Dual
module

Notes: 1. Dual: Dual address mode
2. Single: Single address mode

3. The dual address mode includes the direct address mode and the indirect address

mode.

4. 16-byte transfer is not available for on-chip peripheral modules.
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Address M odes:

Dua Address Mode

In the dual address mode, both the transfer source and destination are accessed (selectable) by
an address. The source and destination can be located externally or internally. The dual address
mode has (1) direct address transfer mode and (2) indirect address transfer mode.

(2) In the direct address transfer mode, DMA transfer reguires two bus cycles because datais
read from the transfer source in a data read cycle and written to the transfer destination in a
datawrite cycle. At thistime, transfer datais temporarily stored in the DMAC. Inthe
transfer between external memories as shown in figure 9.5, dataiis read to the DMAC from
one external memory in a data read cycle, and then that datais written to the other external
memory in awrite cycle. Figures 9.6 to 9.8 show examples of the timing at thistime.

- DMAC -

! : /\ /\

E SAR E > Memory

: : ]

1 1 2]

: DAR T 3

! i o [ Transfer source
' ' = © [

; ; =} S module

' : <

: i Transfer destination
! Data buffer -t module

H : S~ S~

The SAR value is an address, data is read from the transfer source module,
and the data is tempolarily stored in the DMAC.

First bus cycle

- DMAC -

E : o~ o~

E SAR E Memory

: A

| DAR » 2 3

, , a 2 Transfer source
! ' o % module

: I 2

' ' <

: i »> Transfer destination
| Data buffer : » > module

' ~——" ~——"

The DAR value is an address and the value stored in the data buffer in the
DMAC is written to the transfer destination module.

Second bus cycle

Figure 9.5 Operationin theDirect AddressModein the Dual Address M ode
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>

Transfer destination
address

CKIO

|

| Transfer source
A25 to AO : address

|
— 1\ /
CSn |
D31 to DO

|

DACKn N\ /

l

: Data read cycle

l

l

I

! (1st cycle)
Note:

is the same as that of CSn.

Data write cycle

X

(2nd cycle)

Transfer between external memories, DACK output in a read cycle DACK output timing

Figure9.6 Exampleof DMA Transfer Timing in the Direct Address M ode

in the Dual Address M ode

(Transfer Source: Ordinary Memory, Transfer Destination: Ordinary Memory)
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A2510A0 _ XTranster X__+4__X__+8_ X _ +12 UTransfer:X 4 X__+8 ¥ +12 X

source address I I + destination address I I I

csn LI LI I 1 [ Iy

b3t 1000 —— >~ D>~ D> DD

T N N e O N
N SN B B O e W
packn ] M M M I !
i Data re:c\d cycle E i E

I (1st cycle) : : (2nd cycle)

Note:  Transfer between external memories, DACK output in a read cycle DACK output timing
is the same as that of CSn.

Figure 9.7 Example of DMA Transfer Timingin the Direct Address M ode
in the Dual Address M ode
(16-byte Transfer, Transfer Source: Ordinary Memory, Transfer Destination: Ordinary
Memory)

Ast0m0 X XXX XX X X8 X8 Xz X

. Transfer source address 1 Transfer destination address j j
e [ S S NS S e I m .
D31to D0 ———— — — — y—

RAS v L1 : : : :

CAS T . i ] ! ! ! !
RD/WR | B B B B B B B | ; ; ; |
WEn , , , , , , , , o [ , | [ , | [ , | [ ,
DACKn | | , , ; ; ; ,

! ! Data read cycle ! ! . (2nd cycle) .

(1st cycle) Data write cycle

Note:  Transfer between external memories, DACK output in a read cycle DACK output timing
is the same as that of CSn.

Figure 9.8 Example of DM A Transfer Timingin the Direct Address M ode
in the Dual Address M ode
(16-byte Transfer, Transfer Source: Synchronous DRAM, Transfer Destination: Ordinary
Memory)
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(2) Inthe indirect address transfer mode, the address of memory in which datato be transferred
isstored is specified in the transfer source address register (SAR_3) inthe DMAC. Inthis
mode, the address value specified in the transfer source address register inthe DMAC is
read first. Thisvalue is temporarily stored inthe DMAC. Next, the read value is output as
an address, and the value stored in that address is stored in the DMAC again. Then, the
value read afterwards is written to the address specified in the transfer destination address;
this completes one DMA transfer. 16-byte transfer is not possible.

Figure 9.9 shows one example. In this example, the transfer destination, the transfer
source, and the storage destination of the indirect address are external memories with a 16-
bit width in the indirect address mode, and transfer datais 16 or 8 bits. Figure 9.10 shows
an example of the transfer timing.
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1 E T T

' SAR_3 ” Memory

] ' >

| v 2 ”

. D DAR_3 P8 2

E 'X\I ! % % Transfer source module
- | Temporary I L3 s

i : Transfer destination

, buffe L L module

When the value in SAR_3 is an address, the memory data is read and the value is
stored in the temporary buffer. The value to be read must be 32 bits since it is used
for the address.

First and second bus cycles

1 E N

! SAR_3 ! Memory

: D3 @

o By

y M I 3 S Transfer source module
" A [Temporary | | | & 1]

+ C e ' g [a]

, | Data I : Transfer destination

E | g L module

When the value in the temporary buffer is an address, the data is read from the
transfer source module to the data buffer.

Third bus cycle

_~ ~
Memory

E

2 £

1] Qo

4 © Transfer source module

= ©

3 Qa

< Transfer destination
] L module

When the value in SAR_3 is an address, the value in the data buffer is written to the
transfer source module.

Fourth bus cycle

Note: The above description uses the memory, transfer source module, or transfer
destination module; in practice, any module can be connected in the addressing
space.

Figure9.9 Operation in the Indirect Address mode in the Dual Address M ode
(When the External M emory Space has a 16-bit Width)
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A25 to A0 %

Transfer source |
address (H)

Transfer destination
address

X

Transfer source | :

address (L) x NOP x Indirect address
' '
' '

| \
' '
' .
i T
Csn '\ '
' '
' '
' '
' '
' '
'
D31toDO . Indirect
' address(H) '
, . | .
' ' ' | .
h ' . . . L
Internal ! “vo Transfer sojrce ' Indireét | ' !
addresu bus 1 ,* address *1 | 1 NOP ! address ! ! '

5 ]

i
.
T

Internal data bu$ X
]

T

7

|
h
|
T
Transfer sourge address *2 \
H

Transfer
data

=

—

Trénsfer
data

0
1 ' 1
' ! \ '
DMAC indirect , ' Y J ] ' |
address buffer ! ' ' + Indirect address ' '
' ' ' ' H
| ' ' ' ' \ |
' ' ' ' ' ' '
DMAC data | T T T T A '
Transf ]
buffer ' | H . X , d;‘f e , H
' | | | | | i
| ' ' ' ' ' |
' ' ' ' ' ' '
m : : : : : !
H ' ' ' ' ' H
| ' ' ' ' ' '
' ' ' ' ' ' '
| ' ' ' ' ' '
L L ' ' ' 1 |
b T T T T T 0
WEn I I I I o\ / |
H ' ' ' ' ' '
' ' ' ' ' ' '
| ' ' ' ' ' '
' ' ' '
H Address read cycle 1 NOP v Data ' NOP : Data H
! ' \ cycle read cycle \ cycle | write cycle !
' . . . | i ,
(1st) (2nd) . . (3rd) . (4th) !

Notes: 1. The internal address bus value does not change, and controlled by the port.
2. The DMAC does not fetch the value until 32-bit data is output to the internal data bus.

Figure9.10 Example of Transfer Timingin the Indirect Address M ode
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¢ Single Address Mode

In the single address mode, either the transfer source or transfer destination external deviceis
accessed (selected) by means of the DACK signal, and the other device is accessed by address.
In this mode, the DMAC performs one DMA transfer in one bus cycle, accessing one of the
external devices by outputting the DACK transfer request acknowledge signal to it, and at the
same time outputting an address to the other device involved in the transfer. For example, in
the case of transfer between external memory and an external device with DACK, as shown in
figure 9.11, when the external device outputs data to the data bus, that data is written to the
external memory in the same bus cycle.

External address bus External data bus
N
SH7706 m Y D
E External
DMAC ' memory
|/ :
, External device
B N > with DACK
~ AN
DACK
DREQ
"""" *Data flow

Figure9.11 Data Flow in the Single Address M ode

Two kinds of transfer are possible in the single address mode: (1) transfer between an external
device with DACK and a memory-mapped external device, and (2) transfer between an external
device with DACK and external memory. In both cases, only the external request signal (DREQ) is

used for transfer regquests.
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Figures 9.12 to 9.14 show examples of DMA transfer timing in the single address mode.

D31 to DO

DACKn

CKIO

A25 to AO

CSn

RD

D31 to DO

DACKn

BS

(a) External device with DACK

Address output to external memory space

Write strobe signal to external memory space

Data output from external device with DACK

DACK signal (active-low) to external device with DACK

—external memory space (ordinary memory)

Address output to external memory space

Read strobe signal to external memory space

Data output from external memory space

DACK signal (active-low) to external device with DACK

(b) External memory space — external device with DACK (active low)

Figure9.12 Exampleof DMA Transfer Timingin the Single Address M ode
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A25 to AO x Transfer X +4 X +8 K +12 x

\source address 1 , \

< J N I AN iy N I
o0 ——< < <<
o T LI L IL

WEn 5 5 5 0 0

DACKn _i I_i I—i I—i | ;

Figure9.13 Example of DMA Transfer Timingin the Single Address M ode

(16- Byte Transfer, External Memory Space (Ordinary M emory) -> External Device with DACK)

Bus M odes. There are two bus modes: cycle-steal and burst. Select the mode in the TM bits of
CHCR_0to CHCR_3 (one byte, word, or longword, or 16-byte data).

L]

Cycle-Steal Mode

In the cycle-steal mode, the bus right is given to another bus master after a one-transfer-unit
(8-, 16-, or 32-hit unit) DMA transfer. When another transfer request occurs, the bus rights are
obtained from the other bus master and a transfer is performed for one transfer unit. When that
transfer ends, the bus right is passed to the other bus master. Thisis repeated until the transfer
end conditions are satisfied.

In the cycle-steal mode, transfer areas are not affected regardless of settings of the transfer
request source, transfer source, and transfer destination. Figure 9.14 shows an example of
DMA transfer timing in the cycle steal mode. Transfer conditions shown in the figure are:

0 Dua address mode

O DREQ level detection

ores 1\ /

Bus right returned to CPU

—N
Bus cycle X CPU X CPU X CPU XDMACXDMACX CPU XDMACXDMACX CPU X CPU X

Read Write Read Write

Figure9.14 DMA Transfer Examplein the Cycle-Steal M ode
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e Burst Mode
In the burst mode, once the bus right is obtained, the transfer is performed continuously without
passing it until the transfer end conditions are satisfied. In the external request mode with low
level detection of the DREQ pin, however, when the DREQ pin is driven high, the busis
passed to the other bus master after the DMAC transfer request that has already been accepted
ends, even if the transfer end conditions have not been satisfied.
The burst mode cannot be used when the serial communications interface (SCIF) and A/D
converter are the transfer request sources. Figure 9.15 shows atiming at this point.

DREQ \ /
Bus cycle X CPU X CPU X CPU XDMACXDMACXDMACXDMACXDMACXDMACX CPU X

Read Write Read Write Read Write

Figure9.15 DMA Transfer Examplein the Burst M ode

Relationship between Request M odes and Bus M odesby DM A Transfer Category: Table 9.5
shows the rel ationship between request modes and bus modes by DMA transfer category.

Table9.5 Relationship of Request M odesand Bus Modesby DM A Transfer Category

Addres Request Bus Transfer Usable
s Mode Transfer Category Mode Mode Size (bits) Channels
Dual External device with DACK and External B/C 8/16/32/128 0,1
external memory
External device with DACK and External B/C 8/16/32/128 0,1
memory-mapped external device
External memory and external Allx* B/C 8/16/32/128 0 to 3*°
memory
External memory and memory- All** B/IC 8/16/32/128 0 to 3*°
mapped external device
Memory-mapped external device ~ All** BIC 8/16/32/128 0 to 3*°
and memory-mapped external
device
External memory and on-chip All*2 B/IC*®  8/16/32**  0to 3*°
peripheral module
Memory-mapped external device  All*? B/IC*®  8/16/32**  0to 3*°
and on-chip peripheral module
On-chip peripheral module and on-  All*? B/IC*®  8/16/32**  0to 3*°

chip peripheral module
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Address Request Bus Transfer Usable
Mode Transfer Category Mode Mode Size (bits) Channels
Single External device with DACK and External B/C 8/16/32/128 0, 1
external memory
External device with DACK and External B/C 8/16/32/128 0,1

memory-mapped external device

B: Burst, C: Cycle steal

Notes: 1.

External requests, auto requests and on-chip peripheral module requests are all
available. For on-chip peripheral module requests, however, SCIF, and A/D converter
cannot be specified as the transfer request source.

External requests, auto requests and on-chip peripheral module requests are all
available. When the SCIF, or A/D converter is also the transfer request source,
however, the transfer destination or transfer source must be the SCIF, or A/D
converter, respectively.

If the transfer request source is the SCIF, the cycle-steal mode is only available.
The access size permitted when the transfer destination or source is an on-chip
peripheral module register.

If the transfer request is an external request, channels 0 and 1 are only available.

If the transfer request source is the SDRAM, the transfer size should be set smaller
than the bus width.

Bus M ode and Channel Priority Order: When a given channel 1 istransferring in the burst
mode and there is atransfer request to a channel 0 with a higher priority, the transfer of channel 0
will begin immediately.

At thistime, if the priority is set in the fixed mode (CHO > CH1), the channel 1 transfer will
continue when the channel 0 transfer has completely finished, even if channel 0 is operating in the
cycle-steal mode or in the burst mode.

If the priority is set in the round-robin mode, channel 1 will begin operating again after channel 0
completes the transfer of one transfer unit, even if channel 0 isin the cycle-steal mode or in the
burst mode. The bus will then switch between the two in the order channel 1, channel 0, channel 1,

channel 0.
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Even if the priority is set in the fixed mode or in the round-robin mode, it will not give the busto
the CPU since channel 1 isinthe burst mode. This exampleisillustrated in figure 9.16.

CPU DMAC DMAC DMAC DMAC DMAC DMAC DMAC CPU
CH1 CH1 CHO CH1 CHO CH1 CH1

DMAC CH1 Round-robin mode in DMAC CH1
CPU Burst mode DMAC CHO and CH1 Burst mode CPU
| | |

Notes: 1. Cycle-steal mode
2. Burst mode

Figure 9.16 Bus State when Multiple Channelsare Operating (Priority Level is Round-
robin M ode)

9.4.5 Number of Bus Cycle States and DREQ Pin Sampling Timing

Number of Bus Cycle States: When the DMAC isthe bus master, the number of bus cyclesis
controlled by the bus state controller (BSC) in the same way as when the CPU is the bus master.
For details, see section 8, Bus State Controller (BSC).

DREQ Pin Sampling Timing: In the external request mode, the DREQ pin is sampled by clock
pulse (CKI10) falling edge or low level detection. When DREQ input is detected, a DMAC bus
cycleis generated and DMA transfer is performed, at the earliest, three states later.

The second and subsegquent DREQ sampling operations are started two cycles after the first
sample.
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Operation

Cycle-Steal Mode

In the cycle-steal mode, the DREQ sampling timing is the same regardless of whether level or
edge detection is used.

For example, in figure 9.17 (cycle-steal mode, level detection), DMAC transfer begins, at the
earliest, three cycles after the first sampling is performed. The second sampling is started two
cycles after thefirst. If DREQ is not detected at this time, sampling is performed in each
subsequent cycle.

Thus, DREQ sampling is performed one step in advance. The third sampling operation is not
performed until the idle cycle following the end of the first DMA transfer.

The above conditions are the same whatever the number of CPU transfer cycles, as shownin
figure 9.18, and whatever the number of DMA transfer cycles, as shown in figure 9.19.

DACK isoutput in aread in the examplein figure 9.17, and in awrite in the example in figure
9.18. In both cases, DACK isoutput for the same duration as CSn.

Figure 9.20 illustrates the case where DREQ is not detected and sampling is subsequently
executed every cycle.

Figure 9.21 shows an example of edge detection in the cycle-steal mode.

Burst Mode, Level Detection

In the case of burst mode with level detection, the DREQ sampling timing is the same asin the
cycle-steal mode.

For example, in figure 9.22, DMAC transfer begins, at the earliest, three cycles after the first
sampling is performed. The second sampling is started two cycles after the first. Subsequent
sampling operations are performed in the idle cycle following the end of the DMA transfer
cycle.

In the burst mode, also, the DACK output period is the same asin the cycle-steal mode.

Burst Mode, Edge Detection

In the case of burst mode with edge detection, DREQ sampling is only performed once.

For example, in figure 9.23, DMAC transfer begins, at the earliest, three cycles after the first
sampling is performed. After this, DMAC transfer is executed continuously until the number of
data transfers set in the DMATCR register have been completed. DREQ is not sampled during
thistime.

To restart DMA transfer after it has been suspended by an NMI, first clear NMIF, then input an
edge request again.

In the burst mode, aso, the DACK output period is the same asin the cycle-steal mode.
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1st sampling 2nd sampling 3rd sampling

MMM S el el
eSS ——— e, S
oA >—\ e\ m oo
(High active) , ' H ' H ' ' ' ' ' H ' N ' ' '
Bus cycle CPU DMAC(Read DMAC(Write CPU DMAC(Read DMAC(Write)
DACK | . . D G G . . . . . . X X
Figure9.17 Cycle-Steal Mode, Level Input (CPU Access. 2 Cycles)
1st sampling 2nd sampling 3rd sampling
M el al el al alaral a a a a.
o S e e
DRAK i S\ p\ : : : : : ?‘\‘\ :
(High active) ; \ 1 \ B ; ! , ; ! f 1 ; ! ~
Bus cycle { i+ CPU y—__DMAC(Read) }——{ DMAC(Write) \ CPU . }J—1_DMAC(Read) )
5 S S S NS S GO D G S S

Figure9.18 Cycle-Steal Mode, Level Input (CPU Access: 3 Cycles)

1st sampling 2nd sampling 3rd sampling

' 1 1 1 1 1 1 1 1 1 1 1 1 1 1
cKIO! ' ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !
' ' ' ' ' ' ' ' ' ' ' ' ' ' ' ' '
i 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 1 ' 1 1 1 1 1 1 1
.N\l N 1 i i ] ] 1 1 1 1
DREQ! ! ' ' ' ] [ [ ' ' ' ' ' ' '
* T T T T T T T T T T T T T
' ' ' ' ' ' ' ' ' ' ' ' ' '
DRAK 1 i i H H H jﬁ} . : : : : :
(High active) i T T T T T T 1 i T G T T T T

v

| | | i
Bus cycle —cpg Y—f DMAC(Read) DMAC(Write cru__ — DMAC(Read) )
j j j | j | |
| | |

e : A — A
At P . N S A S

\ H i X H D H H H H H H D H X

®D output) oA A

Figure9.19 Cycle-Steal Mode, Level input (CPU Access: 2 Cycles, DMA RD Access. 4
Cycles)
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2nd sampling is performed, 3rd sampling is performed,
but since DREQ is high, but since DREQ is high,
per-cycle sampling starts per-cycle sampling starts
2nd sampling
h

CKIO ! ' ! ' ' ' ' ' ' ' ' ' ' ' ' ' ' ' '
1 1 K 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 1 ! 1 1 ] 1 1 o o 'o o o 1 ] ] ] 10 10
DREQ I-\ 1 1 \ 1 1 1 1 1 1 1 i 1 1 1
1 1 ! 1 1 1 1 1 1 1 1 1 1 1 1 1 1
DRAK ! :)_.\ ' ' T\ ' ' ' ' ' ' ! ' ' '
(High active) ; V ' " T i i T T T T T " T V i T T T
1 1 ' \ 1 1 1 1 1 1 1 1 \ 1 1 1 1 1 1

; p
Bus cycle CPU DMAC(Read DMAC(Write, CPU DMAC(Read DMAC(Write, CPU

1 1 ' 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
DACK 1 | ! | | | | | | | | | | | | | | | |
(RD output) \ H : D G H H H H H H XX H H H H

Figure9.20 Cycle-Steal Mode, Level input (CPU Access. 2 Cycles, DREQ Input Delayed)

2nd sampling is performed, 3rd sampling is performed,

but since there is no DREQ falling edge, but since there is no DREQ falling edge,

per-cycle sampling starts 2nd sampling per-cycle sampling starts
h '

3rd sampling
'

' ' ' ' ' ' ' ' ' ' ' I '
CKIO ! | ' | | | | | | | | | | | | |
' ' ' ' ' ' ' ' ' ' ' ' ' ' ' '
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Note: When a DREQ falling edge is detected, DREQ must be high for at least one cycle before the sampling point.

Figure9.21 Cycle-Steal Mode, Edge input (CPU Access. 2 Cycles)
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Figure9.22 Burst Mode, Level Input
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Figure 9.23 Burst Mode, Edge Input

9.4.6 Sour ce Address Reload Function

Channel 2 includes areload function, in which the value returns to the value set in the SAR_2 for
each four transfers by setting the RO bit in CHCR_2to 1. 16-byte transfer cannot be used. Figure
9.24 shows this operation. Figure 9.25 shows the timing chart of the source address reload
function, which is under the following conditions: burst mode, auto request, 16-bit transfer data
size, SAR_2 count-up, DAR_2 fixed, reload function on, and usage of only channel 2.

"""" DMAC === -=mm--mmmmmmmmmmmomm oo o oo mssooooom-smoooom-mme /\
' DMAC control RO bit = 1 E
, P CHCR_2 ;
Transfer 1 E Count signal E
— L e DMATCR 2 |
request ™ : = — ; "
' , A ! 3
E ! Reload ol Reload signal SAR 2 ' §
' : eload control - p---- (initial value) | 1 | 3
' 1 <
; ' ‘I‘ Reload O :
! i signal 1
' o .| 4time > SAR_2 '
' count < '

Figure 9.24 Source Address Reload Function Diagram
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address bus SAR 2 X DAR_2 XSAR 2+2X DAR 2 XSAR 2+4X DAR 2 XSAR 2+6 X DAR 2 X SAR 2

Internal | X SAR_2 data X SAR_2+2 data X SAR_2+4 data X SAR_2+6 data X
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| First transfer of H . h
| channel 2 1 Second transfer 1 Third transfer 1 Fourth transfer  Fifth transfer

SAR_2output | SAR_2+2output ! SAR_2+4 output ! SAR_2+6 output ! SAR_2 reload
1 DAR_2output |, DAR_2output ; DAR_2output ; DAR_2output ;SAR_2 output
DAR_2 output

Figure9.25 Timing Chart of Source Address Reload Function
Evenif the transfer datasizeis 8, 16, or 32 bits, areload function can be executed.

DMATCR_2, which specifies a transfer count, decrements 1 each time a transfer ends regardless
of whether areload functionis on or off. Consequently, be sure to specify the value multiple of
four in DMATCR_2 when the reload function ison. Specifying other values does not guarantee
the operation.

Though the counters that count transfers of four times for the reload function are reset by clearing
the DME bitin DMAOR or the DE bit in CHCR_2, by setting the transfer end flag (TE bit in
CHCR_2) by aDMAC address error, or by inputting NMI, besides by resets, the SAR_2, DAR_2,
DMATCR 2 registers are not reset. Therefore, if these sources are generated, the counters that are
initialized and are not initialized exist in the DMAC; malfunction will be caused by restarting the
DMAC in that state. Consequently, if these sources occur except for setting the TE bit during the
usage of the reload function, set SAR_2, DAR_2, and DMATCR_2 again.
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94.7 DMA Transfer Ending Conditions

The DMA transfer ending conditions vary for individual channels ending and al channels ending
together. At transfer end, the following conditions are applied except the case where the value set
inthe DMATCR reaches 0.

(a) Cycle-steal mode (external request, internal request, and auto request)

When the transfer ending conditions are satisfied, DMAC transfer request acceptanceis
suspended. The DMAC stops operating after completing the number of transfers that it has
accepted until the ending conditions are satisfied.

In the cycle-steal mode, the operation is the same regardless of whether the transfer request is
detected by the level or at the edge.

(b) Burst mode, edge detection (external request, internal regquest, and auto request)
The timing from the point where the ending conditions are satisfied to the point where the
DMAC stops operating differs from that in cycle steal mode. In the edge detection in the burst
mode, though only one transfer request is generated to start up the DMAC, stop request
sampling is performed in the same timing as transfer request sampling in the cycle-steal mode.
Asaresult, the period when stop request is not sampled is regarded as the period when transfer
request is generated, and after performing the DMA transfer for this period, the DMAC stops
operating.

(c) Burst mode, level detection (external request)
Same as described in ().

(d) Bus timing when transfers are suspended

The transfer is suspended when one transfer ends. Even if transfer ending conditions are
satisfied during read in the direct address transfer in the dual address mode, the subsequent
write process is executed, and after the transfer in (&) to (c) above has been executed, DMAC
operation suspends.
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Individual Channel Ending Conditions: There are two ending conditions. A transfer ends when
the value of the channel's DMATCR is 0, or when the DE bit of the channel's CHCR is cleared to
0.

¢ When DMATCR is 0: When the DMATCR value becomes 0 and the corresponding channel's
DMA transfer ends, the transfer end flag bit (TE) is set in the CHCR. If the |E (interrupt
enable) bit has been set, aDMAC interrupt (DEI) is requested to the CPU. Thistransfer ending
does not apply to conditionsin (a) to (d) described above.

¢ When DE of CHCR is 0: Software can halt a DMA transfer by clearing the DE bit in the
channel's CHCR. The TE hit is not set when this happens. This transfer ending does not apply
to conditionsin (@) to (d) described above.

Conditionsfor Ending All Channels Simultaneously: Transferson all channels end when the
NMIF or AE bit inthe DMAOR is set to 1, or when the DME bit in the DMAOR is cleared to 0.

e Transfers ending when the AE bit or NMIF bit isset to 1 in DMAOR: When an NMI interrupt
occurs, the AE bit or NMIF bit isset to 1 in the DMAOR and al channels stop their transfers
according to the conditionsin (a) to (d) described above, and pass the bus right to other bus
masters. Consequently, even if the AE bit or NMI bit is set to 1 during transfer, the SAR, DAR,
DMATCR are updated. The TE bit is not set. To resume the transfers after DMAC address
error exception handling or NMI interrupt exception handling, clear the AE or NMIF bit to 0.
At thistime, if there are channels that should not be restarted, clear the corresponding DE bit in
the CHCR.

¢ Transfersending when DME is cleared to 0 in DMAOR: Clearing the DME bit to O in the
DMAOR forcibly stops the transfers on all channels. The TE bit is not set. All channels stop
their transfers according to the conditionsin (a) to (d) in 9.4.7, DMA Transfer Ending
Conditions, asin DMAC address error occurrence or NMI interrupt generation. In this case, the
valuesin SAR, DAR, and DMATCR are also updated.
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9.5 Compare Match Timer (CMT)

DMAC has an on-chip compare match timer (CMT) to generate DMA transfer request. The CMT
has 16-bit counter. Figure 9.26 showsa CMT block diagram.

951 Feature
The CMT has the following features:

« Four types of counter input clock can be selected
0 Oneof four internal clocks (P@/4, P@/8, P@/16, P@/64) can be selected.
¢ Generate DMA transfer request when compare match occurs.

P@4 P@8 P@l6 Pq6s

E Control circuit I—’l Clock selection | '

| |
| t I
: \
| |
| |
. |
: _ ,
: @ x 2 ,
! = 7] g :
. % @) g ,
. 2 £ |
' O (@) o '
h o ,
, |
| |
E ‘ Bus !
' interface !
| Module bus '

\
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Internal bus

Legend

CMSTR: Compare match timer start register
CMCSR: Compare match timer control/status register
CMCOR: Compare match timer constant register
CMCNT: Compare match timer counter

Figure9.26 CMT Block Diagram
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952 Register Description

The CMT hasthe following registers. Refer to section 23, List of Registers, for more details of the
addresses and access sizes.

e Compare match timer start register (CMSTR)

¢ Compare match timer control/status register (CMCSR)
e Compare match counter (CMCNT)

¢ Compare match constant register (CMCOR)

e CompareMatch Timer Start Register (CMSTR)

The compare match timer start register (CMSTR) is a 16-bit register that selects whether to operate
or halt the channel 0 and channel 1 counter (CMCNT).

Bit Bit Name Initial Value R/W Description
15to2 — All 0 R Reserved

These bits are always read as 0. The write value
should always be 0.

1 — 0 R/W Reserved
This bit can be read or written. Write 0 when writing.
0 STRO 0 R/W Count start 0

Selects whether to operate or halt compare match
timer counter O.

0: CMCNTO count operation halted
1: CMCNTO count operation

e CompareMatch Timer Control/Status Register (CMCSR)

The compare match timer control/status register (CMCSR) is a 16-bit register that indicates the
occurrence of compare matches, sets the enable/disable of interrupts, and establishes the clock
used for incrementation.

Bit Bit Name Initial Value R/W Description

15t08 — AllO R Reserved

These bits always read as 0. The write value
should always be 0.
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Bit Bit Name Initial Value R/W Description

7 CMF 0 R/(W)* Compare match flag

This flag indicates whether CMCNT and CMCOR
values have matched or not.

0: CMCNT and CMCOR values have not matched

Clearing condition: Write 0 to CMF after
reading CMF = 1

1: CMCNT and CMCOR values have matched

6 — 0 R/W Reserved

Both read and write are available. The write value
should always be 0.

5t02 — 0 R Reserved

These bits always read as 0. The write value
should always be 0.

CKS1 0 R/W Clock select 1 and 0

0 CKSO 0 R/W These bits select the clock input to the CMCNT
from among the four internal clocks obtained by
dividing the system clock (P@). When the STR bit
of the CMSTR is set to 1, the CMCNT begins
incrementing with the clock selected by CKS1 and
CKSO.

00: P @4
01: P @8
10: P @16
11: P @64

Note: * The only value that can be written is O to clear the flag.

¢ CompareMatch Counter (CMCNT)
The compare match counter (CMCNT) is a 16-bit register used as an up-counter.

When an internal clock is selected with the CKS1 and CK SO bits of the CMCSR and the STR bit
of the CMSTR isset to 1, the CMCNT begins incrementing with the selected clock. When the
CMCNT vaue matches that of the CMCOR, the CMCNT is cleared to H'0000 and the CMF flag
of the CMCSR isset to 1.

The CMCNTO isinitialized to H'0000 by resets. It retainsits previous value in standby mode.

e CompareMatch Constant Register (CM COR)
The compare match constant register (CMCOR) is a 16-bit register that sets the compare match

period with the CMCNT.
The CMCOR isinitialized to H'FFFF by resets. It retains its previous value in standby mode.
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9.5.3 Operation

¢ Period Count Operation

When an internal clock is selected with the CKS1 and CK SO bits of the CMCSR register and the
STR bit of the CMSTR is set to 1, the CMCNT begins incrementing with the selected clock. When
the CMCNT counter value matches that of the CMCOR, the CMCNT counter is cleared to H'0000
and the CMF flag of the CMCSR register isset to 1. The CMCNT counter begins counting up
again from H'0000.

Figure 9.27 shows the compare match counter operation.

CMCNT value Counter cleared by

CMCOR compare match

e

CMCOR

H'0000

Time

Figure9.27 Counter Operation

e CMCNT Count Timing

One of four clocks (P4, P@/8, P@/16, P@/64) obtained by dividing the the system clock (Pg) can
be selected by the CKS1 and CK S0 bits of the CMCSR. Figure 9.28 shows the timing.

w LI rerorero

Internal clock —l « | |
0 )
CMCNTO input
clock (« «
2 U
4 55
CMCNTO N-1 X « N « N+1

2 4

Figure9.28 Count Timing
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e CompareMatch Flag Set Timing

The CMF bit of the CMCSR register is set to 1 by the compare match signal generated when the
CMCOR register and the CMCNT counter match. The compare match signal is generated upon the
final state of the match (timing at which the CMCNT counter matching count value is updated).
Consequently, after the CMCOR register and the CMCNT counter match, a compare match signal
will not be generated until a CMCNT counter input clock occurs. Figure 9.29 shows the CMF bit
set timing.

o J LI LT LI LT
CMCNT | |
input clock
CMCNT N >< 0
CMCOR N
Compare | |

match signal

CMF |

CMmI |

Figure9.29 CMF Set Timing

¢ CompareMatch Flag Clear Timing

The CMF bit of the CMCSR register is cleared by writing O to it after reading 1. Figure 9.30 shows
the timing when the CMF bit is cleared by the CPU.

CMCSRO write cycle

x L

CMF

Figure9.30 Timing of CMF Clear by the CPU
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9.6 Examples of Use

9.6.1 Example of DM A Transfer between A/D Converter and External Memory
(Address Reload on)

In this example, DMA transfer is performed between the on-chip A/D converter (transfer source)
and the external memory (transfer destination) with address rel oad function on. Table 9.6 shows
the transfer conditions and register settings.

Table9.6 Transfer Conditionsand Register Settingsfor Transfer between On-Chip A/D
converter and External Memory

Transfer Conditions Register Setting

Transfer source: on-chip A/D converter SAR_2 H'04000080
Transfer destination: external memory DAR_2 H'00400000
Number of transfers: 128 (reloading 32 times) DMATCR_2 H'00000080
Transfer source address: incremented CHCR_2 H'00089E35

Transfer destination address: decremented

Transfer request source: A/D converter

Bus mode: burst

Transfer unit: long word

Interrupt request generated at end of transfer
Channel priority order: 0 >2>3>1 DMAOR H'0101

When the address reload function is on, the values set in SAR_0to SAR_3 returnsto the initially
set value at each four transfers. In this example, when an interrupt request is generated from A/D
converter, longword datais read from the register in address H'04000080 in A/D converter, and it
iswritten to external memory address H'00400000. Since longword data has been transferred, the
valuesin SAR_2 and DAR_2 are H'04000084 and H'003FFFFC, respectively. The busright is
maintained and data transfers are successively performed because this transfer isin the burst mode.

After four transfers end, fifth and sixth transfers are performed if the address reload function is off,
and the valuein SAR_2 isincremented from H'0400008C, H'04000090, H'04000094,.... If the
address reload function is on, the DMA transfer stops after the fourth transfer ends, the bus request
signal to the CPU iscleared. At thistime, the value stored in SAR_2 is not incremented from
H'0400008C to H'04000090, but returnsto the initially set value H'04000080. The valuein
DAR_2 continues being decremented regardless of whether the address reload function is on or
off.

As aresult, the valuesin the DMAC are as shown in table 9.7 when the fourth transfer ends,
depending on whether the address reload function is on or off.
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Table9.7 Valuesinthe DMAC after the Fourth Transfer Ends

Iltems Address reload on Address reload off
SAR_2 H'04000080 H'04000090
DAR_2 H'003FFFFC H'003FFFFC
DMATCR_2 H'0000007C H'0000007C

Bus right Released Held

DMAC operation Stops Keeps operating
Interrupt Not generated Not generated
Transfer request source flag Executed Not executed

clear

Notes: 1. An interrupt is generated regardless of whether the address reload function is on or off,
if transfers are executed until the value in DMATCR_2 reaches 0 and the IE bit in
CHCR_2 has been set to 1.

2. The transfer request source flag is cleared regardless of whether the address reload
function is on or off, if transfers are executed until the value in DMATCR_2 reaches 0.

3. Specify the burst mode to use the address reload function. This function may not be
correctly executed in the cycle steal mode.

4. Set the value multiple of four in DMATCR_2 to use the address reload function. This
function may not be correctly executed if other values are specified.

9.6.2 Example of DM A Transfer between External Memory and SCIF Transmitter
(Indirect Addresson)

In this example, DMA transfer is performed between the external memory specified with the
indirect address (transfer source) and the SCIF transmitter (transfer destination) using DMAC
channel 3. Table 9.8 shows the transfer conditions and register settings. In addition, the trigger of
the number of transmit FIFO dataisset to 1 (TTRG1 = TTRGO = 1 in SCFCR).
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Table9.8 Transfer Conditionsand Register Settingsfor Transfer between External
Memory and SCIF Transmitter

Transfer Conditions Register Setting
Transfer source: external memory SAR_3 H'00400000
Value stored in address H'00400000 — H'00450000
Value stored in address H'04500000 — H'55
Transfer destination: On-chip SCIF TDR2 DAR_3 H'04000156
Number of transfers: 10 DMATCR_3 H'0000000A
Transfer source address: incremented CHCR_3 H'00011C01

Transfer destination address: fixed

Transfer request source: SCIF (TXI2)

Bus mode: cycle steal

Transfer unit: byte

No interrupt request generated at end of transfer
Channel priority order: 0>1>2>3 DMAOR H'0001

If theindirect addressis on, data stored in the address set in SAR_0to SAR_3isnot used as
transfer source data. In the indirect address, after the value stored in the address set in SAR_0to
SAR_3isread, that read value is used as an address again, and the value stored in that addressis
read and stored in the corresponding address set in DAR_O to DAR_3.

In the example shown in table 9.3, when an SCIF transfer request is generated, the DMAC reads
the value in address H'00400000 set in SAR_3. Since the value H'00450000 is stored in that
address, the DMAC reads the value H'00450000. Next, the DMAC uses that read value as an
address again, and reads the value H'55 stored in that address. Then, the DMAC writes the value
H'55 to address H'04000156 set in DAR_3; this completes one indirect address transfer.

In the indirect address, when datais read first from the address set in SAR 3, the data transfer size
is always longword regardless of the settings of the TS0 and the TS1 bits that specify the transfer
data size. However, whether the transfer source address is fixed, incremented, or decremented is
specified according to the SMO and the SM 1 bits. Therefore, in this example, though the transfer
datasize is specified as byte, the valuein SAR_3 is H'00400004 when one transfer ends. Write
operation is the same as that in the normal dual address transfer.
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9.7 Cautions

1. CHCR _0to CHCR_3 can be accessed in any datasize. The DMA operation register
(DMAOR) must be accessed in byte (eight bits) or word (16 bits); other registers must be
accessed in word (16 bits) or longword (32 bits).

2. Before rewriting the RS0 to RS3 bits of CHCR_0to CHCR _3, first clear the DE bit to O (when
rewriting CHCR, be sure to clear the DE hit to 0 in advance).

3. Evenwhen the NMI interrupt isinput when the DMAC is not operating, the NMIF bit of the
DMAOR will be set.

4. When entering the standby mode, the DME bit in DMAOR must be cleared to 0 and the
transfers accepted by the DMAC must end.

5. The on-chip peripherals which DMAC can access are SCIF, A/D converter, D/A converter, and
I/O ports. Do not access the other peripherals by DMAC.

6. When starting up the DMAC, set CHCR_0to CHCR_3 or DMAOR last. Specifying other
registers last does not guarantee normal operation.

7. Evenif the maximum number of transfersis performed in the same channel after the
DMATCR_0to DMATCR_3 count reaches 0 and the DMA transfer ends normally, write O to
DMATCR_0to DMATCR_3. Otherwise, normal DMA transfer may not be performed.

8. When using the address reload function, specify the burst mode as a transfer mode. In the
cycle-steal mode, normal DMA transfer may not be performed.

9. When using the address reload function, set the value multiple of four in DMATCR_0to
DMATCR_3. Specifying other values does not guarantee normal operation.

10. When detecting an external request at the falling edge, keep the external request pin high when
setting the DMAC.

11. Do not access the space ranging from H'4000062 to H'400006F, which is not used in the
DMAC. Accessing that space may cause malfunctions.

12. The WAIT signal isignored in the following cases:

A. In 16-byte DMA transfer or dual addressing mode, or when writing data to the external
address area

B. In 16-byte DMA transfer or single addressing mode, or when transferring data from an
external device with DACK to the external address area
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Section 10 Clock Pulse Generator (CPG)

The clock pulse generator (CPG) suppliesall clocksto the processor and controls the power-down
modes. A block diagram of the clock pulse generator is shown in figure 10.1.

10.1 Feature

The CPG has the following features:

Four clock modes: Selection of 4 clock modes for different frequency ranges, power
consumption, direct crystal input, and external clock input are available.

Three clocks generated independently: An internal clock for the CPU, cache, and TLB (1¢); a
peripheral clock (Pg) for the on-chip supporting modules; and a bus clock (CK10) for the
external businterface.

Freguency change function: Internal and peripheral clock frequencies can be changed
independently using the PLL circuit and divider circuit within the CPG. Frequencies are
changed by software using frequency control register (FRQCR) settings.

Power-down mode control: The clock can be stopped for sleep mode and software standby
mode and specific modules can be stopped using the module standby function.
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Clock pulse generator
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FRQCR: Frequency control register
STBCR: Standby control register
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The clock pulse generator blocks function as follows:

1

PLL Circuit 1: PLL circuit 1 doubles, triples, quadruples, or leaves unchanged the input clock
frequency from the CK10O terminal. The multiplication rate is set by the frequency control
register. When thisis done, the phase of the leading edge of the internal clock (I¢, Bg, Pg) is
controlled so that it will agree with the phase of the leading edge of the CKIO pin.

PLL Circuit 2: PLL circuit 2 leaves unchanged or quadruples the frequency of the crystal
oscillator or the input clock frequency coming from the EXTAL pin. The multiplication ratio is
fixed by the clock operation mode. The clock operation mode is set by pins MDO, MD1, and
MD?2. Seetable 10.3 for more information on clock operation modes.

Crystal Oscillator: This oscillator is used when a crystal oscillator element is connected to the
XTAL and EXTAL pins. It operates according to the clock operating mode setting.

Divider 1: Divider 1 generates a clock at the operating frequency used by the internal clock.
The operating frequency can be 1, 1/2, 1/3, or 1/4 times the output frequency of PLL circuit 1,
aslong asit stays at or above the clock frequency of the CKIO pin. The divisionratio isset in
the frequency control register.

Divider 2: Divider 2 generates a clock at the operating frequency used by the bus clock (Bg)
and peripheral clock (Pg). The operating frequency of the peripheral clock can be 1, 1/2, 1/3,
1/4, or 1/6 times the output frequency of PLL Circuit 1, aslong asit stays at or below the clock
frequency of the CKIO pin. The divisionratio is set in the frequency control register.

Clock Freguency Control Circuit: The clock frequency control circuit controls the clock
frequency using the MD2 to MDO pins and the frequency control register.

Standby Control Circuit: The standby control circuit controls the state of the clock pulse
generator and other modules during clock switching and sleep/standby modes.

Frequency Control Register: The frequency control register has control bits assigned for the
following functions: clock output/non-output from the CKIO pin, on/off control of PLL circuit
1, PLL standby, the frequency multiplication ratio of PLL 1, and the frequency division ratio
of theinternal clock and the peripheral clock.

Standby Control Register: The standby control register has bits for controlling the power-down
modes. See section 22, Power-Down Modes, for more information.
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10.2  Input/Output Pin
Table 10.1 lists the CPG pins and their functions.

Table10.1 Clock Pulse Generator Pinsand Functions

Pin Name Symbol /O Description
Mode control pins MDO | Set the clock operating mode.
MD1 |
MD2 |
Crystal 1/0O pins (clock XTAL O  Connects a crystal oscillator.
input pins) EXTAL I Connects a crystal oscillator. Also used to input an
external clock.
Clock 1/0 pin CKIO 1/0 Inputs or outputs an external clock.
Capacitor connection pins CAP1 | Connects capacitor for PLL circuit 1 operation
for PLL (recommended value 470 pF).
CAP2 | Connects capacitor for PLL circuit 2 operation

(recommended value 470 pF).

10.3  Clock Operating Modes

Table 10.2 shows the relationship between the mode control pin (MD2 to MDO) combinations and
the clock operating modes. Table 10.3 shows the usabl e frequency ranges in the clock operating
modes and frequency ranges of the input clock (crystal oscillation). Operation cannot be
guaranteed if settings other than those listed in table 10.3 are used.

Table10.2 Clock Operating M odes

Pin values Clock /0 PLL2 PLLL  Dividerl Divider2  CKIO

Mode MD2 MD1 MDO Source  Output On/Off On/Off Input Input Frequency

0 0 0 0 EXTAL CKIO Oon, On PLL1 output PLL1 (EXTAL)
multiplication ratio: 1

1 0 0 1 EXTAL CKIO On, On PLL1 output PLL1 (EXTAL) x
multiplication ratio: 4 4

2 0 1 0 Crystal CKIO On, On PLL1 output PLL1 (Crystal) x

oscillator multiplication ratio: 4 4
7 1 1 1 CKIO - Off On PLL1 output PLL1 (CKIO)
— Other than the Reserved (setting disabled)
above
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Moaode 0: An external clock isinput from the EXTAL pin and undergoes waveform shaping by
PLL circuit 2 before being supplied inside this LSI. The frequency ratio between EXTAL input
clock and CKIO output clock is 1:1. An input clock frequency of 25 MHz to 66.67 MHz can be
used, and the CKIO frequency rangeis 25 MHz to 66.67 MHz.

Mode 1: An external clock isinput from the EXTAL pin and its frequency is multiplied by 4 by
PLL circuit 2 before being supplied inside this LS, alowing alow-frequency external clock to be
used. The frequency ratio between EXTAL input clock and CK10O output clock is 1:4. Aninput
clock frequency of 6.25 MHz to 16.67 MHz can be used, and the CKIO fregquency rangeis 25
MHz to 66.67 MHz.

Mode 2: The on-chip crystal oscillator operates, with the oscillation frequency being multiplied by
4 by PLL circuit 2 before being supplied inside this LS|, allowing alow crystal frequency to be
used. The frequency ratio between crystal oscillation and CKIO output clock is 1:4. A crystal
oscillation frequency of 6.25 MHz to 16.67 MHz can be used, and the CKIO frequency rangeis 25
MHz to 66.67 MHz.

Mode 7: In this mode, the CKIO pinisaninput, an externa clock isinput to this pin, and
undergoes waveform shaping, and also frequency multiplication according to the setting, by PLL
circuit 1 before being supplied to this LSI. In modes 0 to 2, the system clock is generated from the
output of this LSI's CKIO pin. Consequently, if alarge number of Ics are operating synchronized
with the clock, the CKIO pin load will be large. This mode, however, assumes a comparatively
large-scale system. If alarge number of 1Cs are operating on the clock cycle, a clock generator
with a number of low-skew clock outputs can be provided, so that the ICs can operate
synchronously by distributing the clocks to each one.

AsPLL circuit 1 compensates for fluctuations in the CKI0O pin load, this mode is suitable for
connection of synchronous DRAM.
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Table 10.3 Available Combination of Clock M ode and FRQCR Values

Clock Clock Rate* CKIO Frequency

Mode FRQCR PLL1 PLL2 (I:B:P) Input Frequency Range Range

0 H'0100 ON(x1) ON(x1) 1:1:1 25 MHz to 33.34 MHz 25 MHz to 33.34 MHz
H'0101 ON(x1) ON(x1) 1:1:1/2 25 MHz to 66.67 MHz 25 MHz to 66.67 MHz
H'0102 ON(x1) ON(x1) 1:1:1/4 25 MHz to 66.67 MHz 25 MHz to 66.67 MHz
H'0111 ON(x2) ON(x1) 2:1:1 25 MHz to 33.34 MHz 25 MHz to 33.34 MHz
H'0112 ON(x2) ON(x1) 2:1:1/2 25 MHz to 66.67 MHz 25 MHz to 66.67 MHz
H'0115 ON(x2) ON(x1) 1:1:1 25 MHz to 33.34 MHz 25 MHz to 33.34 MHz
H'0116 ON(x2) ON(x1) 1:1:1/2 25 MHz to 66.67 MHz 25 MHz to 66.67 MHz
H'0122 ON(x4) ON(x1) 4:1:1 25 MHz to 33.34 MHz 25 MHz to 33.34 MHz
H'0126 ON(x4) ON(x1) 211 25 MHz to 33.34 MHz 25 MHz to 33.34 MHz
H'012A ON(x4) ON(x1) 111 25 MHz to 33.34 MHz 25 MHz to 33.34 MHz
H'A100 ON(x3) ON(x1) 311 25 MHz to 33.34 MHz 25 MHz to 33.34 MHz
H'A101 ON(x3) ON(x1) 3:1:1/2 25 MHz to 44.44 MHz 25 MHz to 44.44 MHz
H'E100 ON(x3) ON(x1) 1:1:1 25 MHz to 33.34 MHz 25 MHz to 33.34 MHz
H'E101 ON(x3) ON(x1) 1:1:1/2 25 MHz to 44.44 MHz 25 MHz to 44.44 MHz

1,2 HO0100 ON(x1) ON(x4) 4:4:4 6.25 MHz to 8.34 MHz 25 MHz to 33.34 MHz
H'0101 ON(x1) ON(x4) 4:14:2 6.25 MHz t0 16.67 MHz 25 MHz to 66.67 MHz
H'0102 ON(x1) ON(x4) 441 6.25 MHz to 16.67 MHz 25 MHz to 66.67 MHz
H'0111 ON(x2) ON(x4) 8:4:4 6.25 MHz to 8.34 MHz 25 MHz to 33.34 MHz
H'0112 ON(x2) ON(x4) 842 6.25 MHz to 16.67 MHz 25 MHz to 66.67 MHz
H'0115 ON(x2) ON(x4) 4:4:4 6.25 MHz to 8.34 MHz 25 MHz to 33.34 MHz
H'0116 ON(x2) ON(x4) 442 6.25 MHz to 16.67 MHz 25 MHz to 66.67 MHz
H'0122 ON(x4) ON(x4) 16:4:4 6.25 MHz to 8.34 MHz 25 MHz to 33.34 MHz
H'0126 ON(x4) ON(x4) 8:4:4 6.25 MHz to 8.34 MHz 25 MHz to 33.34 MHz
H'012A ON(x4) ON(x4) 444 6.25 MHz to 8.34 MHz 25 MHz to 33.34 MHz
H'A100 ON(x3) ON(x4) 12:4:4 6.25 MHz to 8.34 MHz 25 MHz to 33.34 MHz
H'A101 ON(x3) ON(x4) 12:4:2 6.25 MHz to 11.11 MHz 25 MHz to 44.44 MHz
H'E100 ON(x3) ON(x4) 4:4:4 6.25 MHz to 8.34 MHz 25 MHz to 33.34 MHz
H'E101 ON(x3) ON(x4) 442 6.25 MHz to 11.11 MHz 25 MHz to 44.44 MHz
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Clock Clock Rate* CKIO Frequency

Mode FRQCR PLL1 PLL2 (I:B:P) Input Frequency Range Range

7 H'0100 ON (x1) OFF 1:1:1 25 MHz to 33.34 MHz 25 MHz to 33.34 MHz
H'0101 ON (x1) OFF 1:1:1/2 25 MHz to 66.67 MHz 25 MHz to 66.67 MHz
H'0102 ON (x1) OFF 1:1:1/4 25 MHz to 66.67 MHz 25 MHz to 66.67 MHz
H'0111 ON (x2) OFF 2:1:1 25 MHz to 33.34 MHz 25 MHz to 33.34 MHz
H'0112 ON (x2) OFF 2:1:1/2 25 MHz to 66.67 MHz 25 MHz to 66.67 MHz
H'0115 ON (x2) OFF 1:1:1 25 MHz to 33.34 MHz 25 MHz to 33.34 MHz
H'0116 ON (x2) OFF 1:1:1/2 25 MHz to 66.67 MHz 25 MHz to 66.67 MHz
H'0122 ON (x4) OFF 4:1:1 25 MHz to 33.34 MHz 25 MHz to 33.34 MHz
H'0126 ON (x4) OFF 2:1:1 25 MHz to 33.34 MHz 25 MHz to 33.34 MHz
H'012A ON (x4) OFF 1:1:1 25 MHz to 33.34 MHz 25 MHz to 33.34 MHz
H'A100 ON (x3) OFF 311 25 MHz to 33.34 MHz 25 MHz to 33.34 MHz
H'A101 ON (x3) OFF 3:1:1/2 25 MHz to 44.44 MHz 25 MHz to 44.44 MHz
H'E100 ON (x3) OFF 1:1:1 25 MHz to 33.34 MHz 25 MHz to 33.34 MHz
H'E101 ON (x3) OFF 1:1:1/2 25 MHz to 44.44 MHz 25 MHz to 44.44 MHz

Note: * Taking input clock as 1

Max. frequency: lo=133.34 MHz, B (CKIO) = 66.67 MHz, P@= 33.34 MHz

Cautions:

1.

Theinput to divider 1 isthe output of the PLL circuit 1.

« When PLL circuit 1ison.

The input of divider 2 isthe output of the PLL circuit 1.
The frequency of theinternal clock (1¢):

« Thefrequency of theinternal clock (l¢) isthe product of the frequency of the CKIO
pin, the frequency multiplication ratio of PLL circuit 1, and the division ratio of divider

1 when PLL circuit 1ison.

¢ Do not set theinternal clock frequency lower than the CKIO pin frequency.
The frequency of the peripheral clock (Pg):

« Thefrequency of the peripheral clock (Pg) is the product of the frequency of the CKIO
pin, the frequency multiplication ratio of PLL circuit 1, and the division ratio of divider 2.

e The periphera clock frequency should not be set higher than the frequency of the CKIO
pin, higher than 33 MHz, or lower than 1/8 the internal clock (1¢).

The output frequency of PLL circuit 1 isthe product of the CKIO frequency and the
multiplication ratio of PLL circuit 1.

x 1, x 2, %3, 0or x4 can be used as the multiplication ratio of PLL circuit 1. x 1, x 1/2, x 1/3,

and x 1/4 can be selected as the division ratios of dividers 1 and 2. Set the rate in the frequency
control register. The on/off state of PLL circuit 2 and the multiplication ratio are determined by
the mode.
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10.4 Register Description

The CPG includes the following register. Refer to section 23, List of Registers, for more details of
the addresses and access sizes.

« Frequency control register (FRQCR)

10.4.1 Frequency Control Register (FRQCR)

The frequency control register (FRQCR) is a 16-bit read/write register used to specify, the
frequency multiplication ratio of PLL circuit 1, and the frequency division ratio of the internal
clock and the peripheral clock. Only word access can be used on the FRQCR register.

The FRQCR register isinitialized to H'0102 at a power-on reset by the RESETP pin and retains its
previous value at a manual reset or in standby mode.

Bit Bit Name Initial Value R/W Description
15 STC2 0 R/W  Frequency Multiplication Ratio
5 STC1 0 R/W  These bits specify the frequency multiplication ratio of
STCO 0 R/W PLL circuit 1.
000: x 1
001: x2
100: x 3
010: x4

Other than the above: Reserved (Setting prohibited)

Note: Do not set the output frequency of PLL circuit 1
higher than 133 MHz.

14 IFC2 0 R/W Internal Clock Frequency Division Ratio

3 IFC1 0 R/W  These bits specify the frequency division ratio (Divider
2 IFCO 0 rw  Dof the internal clqck with respect to the output
frequency of PLL circuit 1.

000: x 1

001: x1/2

100: x 1/3

010: x 1/4

Other than the above: Reserved (Setting prohibited)

Note: Do not set the internal clock frequency lower
than the CKIO frequency.
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Bit Bit Name Initial Value R/W Description
13 PFC2 0 R/W  Peripheral Clock Frequency Division Ratio
PFC1 0 R/W  These bits specify the division ratio (Divider 2)of the

0 PECO 0 RIW peripheral clock frequency with respect to the
frequency of the output frequency of PLL circuit 1 or
the frequency of the CKIO pin.
000: x 1
001: x1/2
100: x 1/3
010: x1/4
101: x 1/6
Other than the above: Reserved (Setting prohibited)
Note: Do not set the peripheral clock frequency higher

than the frequency of the CKIO pin.

12t09, — 0 R Reserved

7.6 These bits are always read as 0. The write value
should always be 0.

8 — 0 R Reserved

This bit is always read as 1. The write value should
always be 1.

Note: Take enough care because the positions of the bits are not continuous.
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10.5 Operation

The frequency of the internal clock and peripheral clock can be changed either by changing the
multiplication rate of PLL circuit 1 or by changing the division rates of dividers 1 and 2. All of
these are controlled by software through the frequency control register. The methods are described
below